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Vision and Design



VIsion

Integrating GPU capabilities into Azure Infrastructure
Competitive Price and Performance

Supporting both Compute and High-End Visualization

CLC KX

Partnership with NVIDIA



Core Scenarios

Cloud-based Streaming and Gaming
Video Processing / Encoding Workloads

Accelerated Desktop Applications (OpenGL and DirectX)

C LXK

GPU Compute (CUDA and OpenCL) - single and multiple machine
workloads



Cloud Architecture

Applications

Client OS

Custom Applications

Data and Applications from the Azure Marketplace
Bring your own OS Image

Azure VM Marketplace Images

GPU
Virtualization

Host OS

Hyper-V
DDA
Azure Core Infrastructure and Services

Hardware

M60 GPU Hardware
K80 GPU Hardware




GPU VM Ofterings (N-Series)

(1/2 Physical Card)

(2 Physical Cards)

(2 Physical Cards)

N1 \ P N10 N11 N12 N21
CPU Cores 6 24 6 12 24 24
(E5-2690v3)
RAM (GB) 64 256 64 128 256 256
SSD (TB) ~0.5 ~2.0TB ~0.5 ~1.0TB ~2.0TB ~2.0TB
Network Azure Network Azure Network Azure Network Azure Network Azure Network Azure Network

RDMA Dedicated Back End

GPU 1 x M60 GPU 4 x M60 GPU 1 x K80 GPU 2 x K80 GPUs 4 x K80 GPUs 4 x K80 GPUs
Resources (1/2 Physical Card) (1 Physical Card)

(2 Physical Cards)
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GPU VM Ofterings (N-Series)

(1/2 Physical Card)

N1 N2
CPU Cores c i
(E5-2690v3)
RAM (GB) 64 -
SSD (TB) ~05 ~2.0TB
Network Azure Network Azure Network
GPU 1 x M60 GPU 4 x M60 GPU
Resources (2 Physical Cards)
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Customer and Partner Impact

Vv Enterprise Class Visualization + Azure Infrastructure
v Diverse Application Support

v/ Remote Desktop Services on laaS
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GPU VM Ofterings (N-Series)

N10 N1l N12
CPU Cores 5 12 24
(E5-2690v3)
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SSD (TB) ~0.5 ~1.0TB ~2.0TB
Network Azure Network Azure Network Azure Network
GPU 1 x K80 GPU 2 x K80 GPUs 4 x K80 GPUs
Resources (1/2 Physical Card) (1 Physical Card) (2 Physical Cards)
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Customer and Partner Impact

v/ Azure ML provides access to state-of-the-art machine
learning in the cloud

GPUs are the most preferred platform for Deep Neural
Network training

v/

V' AzureML allows composing sophisticated experiments with
many stages and transforms

v/

Integration with existing DB and Hadoop Infrastructure on
Azure.
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GPU VM Ofterings (N-Series)

N21
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Customer and Partner Impact

v/ Build your own GPU Cluster on Azure
v/ Impact on Time to Innovation

v/ Why is this special for our customers?
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GPU VM Ofterings (N-Series)
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Azure GPU Research Labs

Coming Soon

Azure GPU service specialized tor distributed DNN training

The same services we use internally for large scale training

Ability to support single jobs with hundreds of GPUs

CC KX

Big data, intensive algorithms: Speech, Image, Text: LSTM, ASGD



GPU Program Summary



GPU Program Summary

v/ Private Preview for N-Series GPUs coming in the next few
months.

Vv Working closely with partners to support Visualization and
Compute Workloads.

v/ Plans to support Windows and Linux OS's for N-Series
Virtual Machines.

v/ Research Partners will also have an opportunity to work with
Azure GPU Research Labs
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