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Hybrid Computing
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, Unfortunately, hybrid computing systems are not without drawbacks. Developing and
It S H ad rd deploying an application on a hybrid system is more challenging than traditional clusters due
to the heterogeneous nature of the system.

The model of the computer taken when developing applications is often resource
agnostic.

Many applications are developed with a mostly unrestricted view of memory, which
creates problems porting code to components with a restricted working set.

The interconnect between the traditional and the non-traditional component(s)
maybe high latency or low bandwidth, which may cause bottlenecks not originally
present.

The number of computational units sharing an interconnect is greatly increased in
some cases, which can also lead to link saturation.

Finally, some computing components require more explicit description of the fine-
and coarse-grain parallelism.

All of these issues transform a complex development task in to a formidable Herculean task.
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VTK Update

vtkCommonCore

NVIDIA and Kitware collaboration vtkRenderingCore vtkVolume

OpenGL | OpenGL2 OpenGL | OpenGL2

Major rewrite of VTK’s rendering code
— Mainly geometry and volume rendering
— Rendering code for desktop and embedded systems

— Take advantage of modern programmable GPU:
migration from fixed pipeline to buffers and GLSL

— Recast interaction with data pipelines to take full
advantage of batching for improved transfer




Performance, Scale and Shiny Pictures

Geometry rendering about 100 times faster

— Initial frame/updated input ten times faster

— Memory footprint about half for single large geometry

Volume rendering twice as fast

— Improved capability to run across systems

Capable of rendering much larger systems
— Single node/workstation rendering on 200M+ triangles
— Client-server rendering sees similar per-node gains
Other advanced rendering techniques

— Glyphs, impostors, Gaussian splatting for data

Main thread was CPU bound, now GPU bound




”’ ParaView

ParaView is an open-source, multi-platform, data analysis and visualization application for analyzing extremely large
datasets using distributed memory computing resources
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Data Analysis & Visualization
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ParaView

Catalyst

A set of tools for in situ analysis Simulator Fi} Adapt Parawew,
aptor  |[<——)
and visualization Cata ySt
Why use it?
Brief answer — one solution to
reduced relative 10 performance

on the road to exascale Typically 3 calls between simulation code and Information provided by adaptor
adaptor Pipelines to execute

More details — provide flexible Initialize() Time, time step, force output
ana|y5is options and better —  MPI communicator (optional) Grid and fields when needed
usage of computational ~ fadanalysis seripts MIPI communicator

. . , CoProcess() Information provided by Catalyst
resources to reduce scientists — Does the work (potentially) If co-processing needs to be done
time to insight into given Finalize() What grids and fields are needed
problems Information provided by solver to adaptor

Time, time step, force output Note: User data can be shared both ways

Grids and fields
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* Asingle place for the analysis and visualization community to collaborate,

contribute, and leverage massively threaded algorithms

 Make it easier for simulation codes to take advantage of these parallel
analysis and visualization and algorithms on all next-generation hardware

e Data parallel primitives provide an abstraction layer between the
hardware's architecture and the high-level algorithm
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Brings together the development teams of multiple projects
— EAVL, Oak Ridge National Laboratory
— DAX, Sandia National Laboratory
— PISTON, Los Alamos National Laboratory

Working with hardware vendors to make VTK-m efficient

Filters

Use
PISTON Data Model
Worklets Develop
Dax EAVL
Device Algorithms Execution Arrays Research

PISTON Dax Dax PISTON Dax EAVL

Programming Interfaces / Device Hardware

CUDA OpenMP TBB OpenACC
Tesla x86_64 Xeon Phi




ParaView ‘Live’
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Demonstration

QPyFR W citysVTikm Ml Paraview
| | |

| I
]  CUDA Memory | : |
L |
: CUDA Memory | |
l I
| Clip | |
v |
| Contour | |
| Slice | l
I
I
T OpenGL Buffer Handles :
|
| I
LY |
VTK/VTK-m Mapper \ Rendered Images |
€ = === ————— - i | > |
| |




NVIDIA IndeX Integration

* Volume rendering is an important analysis tool,
but challenges grow with data sizes when
interactivity is essential for exploratory science
in supercomputing

 NVIDIA IndeX is a scalable volume visualization
solution that provides interactive performance
on GPU clusters and supercomputers

e ParaView users can now access NVIDIA IndeX
commercial solution without changing existing
workflows

* Early version with support for structured grids

and time-series data will be available for Volume visualization of a terabyte size tornado dataset in
evaluation in Ql 2016 ParaView with NVIDIA IndeX (Dataset courtesy of Leigh Orf,

U. of Wisconsin-Madison and Rob Sisneros, NCSA)



Workings of NVIDIA IndeX for ParaView

Paraview P

e Variety of readers, compute e Scalable, in-situ based large
and other workflows scale cluster rendering

Plugin

* Simple deployment on the user side
* Load as any other Paraview plugin
* Plugin adds a new “Representation”
e Switch to “NVIDIA IndeX” Representation in the GUI
e Cluster rendering in Paraview’s client-server mode via MPI
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Demonstrations

araView 4.3, I 64-bit i

File Edit View Sources Filters Tools Catalyst
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Interpret Values As Categories

Mapping Data

10.587: 0.0%6

y 0
N < ®
U oalEs N o o 0O

Data: | 10.5573
Use log scale when mapping data to colors

__ Enable opacity mapping for surfaces
Automatically rescale color map range to fit data

Color ing Parameters

Color Space RGB

__ Use Below Range Color
®:

Use Above Range Color

w Range Color

Color Mapping Parameters

@ Nan Color

Color Discretization
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