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Chapter 1.
ABOUT THIS DOCUMENT

This section contains the formatting conventions and information contained in this
deployment guide. There is also a quick list of acronyms used. Lastly, we detail the lab
environments used to test the contents of this guide and capture the screenshots used.

1.1 FORMATTING CONVENTIONS

This document uses several formatting conventions to present information of special
importance.

Lists of items, points to consider, or procedures that do not need to be performed in a specific
order appear in bullet format. If there are links that are associated with a bullet point, it will
be listed below that bullet:

» ltem1
Hyperlink for Item 1
» ltem?2
Hyperlink for Item 2
Procedures that must be followed in a specific order appear in numbered steps:

1. Perform this step first.

2. Perform this step second.
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About this Document

Specific keyboard keys are bolded and capitalized, for example: ESC. If more than one key
should be pressed simultaneously, it is displayed as KEY1+KEY 2, for example ALT+F4.

Interface elements such as document titles, fields, windows, tabs, buttons, commands,
options, and icons appear in bold or italics text, for example “Configuration” or
“Configuration”.

Menus and submenus have the notation Menu-> Submenu. For example, “Select File—> Save”
means that you should first open the File menu, and then select the Save option.

Specific commands appear in standard Courier font. Sequences of commands appear in the
order in which you should execute them and include horizontal or vertical spaces between
commands. The following additional formatting also applies when discussing command-line
commands:

Plain-text responses from the system appear in bold Courier font.

This manual also contains important safety information and instructions in specially formatted
callouts with accompanying graphic symbols. These callouts and their symbols appear as
follows throughout the manual:

CAUTION: Cautions alert you to the possibility of a serious error, data loss, or other
adverse condition

Notes provide helpful information
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1.2 RELATED DOCUMENTATION

Refer to the NVIDIA Virtual GPU (vGPU) resources page http://www.nvidia.com/gridresources for
additional information about NVIDIA vGPU technology, including:

NVIDIA Virtual GPU Technology
https://www.nvidia.com/en-us/design-visualization/technologies/virtual-gpu/

Purchasing Guide for NVIDIA vGPU Solutions

https://www.nvidia.com/en-us/design-visualization/buy-grid/

NVIDIA Tesla GPU Datasheets

http://www.nvidia.com/object/qgrid-enterprise-resources.html#datasheet

Application Deployment Guides and Solution Overviews

http://www.nvidia.com/object/qgrid-enterprise-resources.html#quides

Customer Success Stories

http://www.nvidia.com/object/qrid-enterprise-resources.htmlfcase

White Papers

http://www.nvidia.com/object/qrid-enterprise-resources.html#whitepapers

Videos
http://www.nvidia.com/object/qrid-enterprise-resources.htmlftvideos

1.3 SUPPORT CONTACT INFORMATION

For technical support there are several resources to assist you:

For community support, please post questions (and answers!) on our respective forums:

e VMware vGPU Community:
O  https://communities.vmware.com/community/vmtn/vmware-nvidia-direct-access-

program

In addition, you should reach out to your local VMware Horizon and NVIDIA vGPU teams for
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guidance.

Should you find a bug please follow the steps in Section 12.2, page 262, to create a bug report
and then submit to the VMware vGPU Community
site: https.//communities.vmware.com/community/vmtn/vmware-nvidia-direct-access-program

For support when architecting your solution, your VMware Horizon and NVIDIA vGPU teams
are available to assist. Please be sure you are in touch with them and keep them up to date
with your progress. If you do not know your correct account management teams, please
reach out to the appropriate email below:

e NVIDIA vGPU team: gridteam@nvidia.com

The NVIDIA vGPU resources page includes additional contact methods to help you get the
answers you need as soon as possible.

1.4 ACRONYMS

CLI “Command Line Interface” —an ASCI text-based interaction with an application or
operating system

GPU

“Graphics Processing Unit” — a single chip processor with integrated transform,
lighting, triangle setup/clipping, and rendering engines that is capable of processing a
minimum of 10 million polygons per second.
https://www.nvidia.com/object/gpu.html

GUI “Graphical User Interface” — a visual, windowed based means of interacting with an
application or operating system

0S “Operating System” — a base level installation such as Windows that controls the
underlying physical or virtual hardware

POC “Proof of concept”

NVIDIA vGPU™ Deployment Guide for VMware Horizon 7.5 on VMWARE vSphere 6.7 | 4
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ul “User Interface” — a tool used to enter data or interact with an application or operating
system
vDGA “Virtual Dedicated Graphics Accelerator” - allow guest operating systems to directly

access an |/0O device, bypassing the virtualization layer.

VDI “Virtual Desktop Infrastructure” — a general term for desktop operating systems
running as a guest operating system on a host server

vGPU “Virtual Graphics Processing Unit” — a virtual GPU provided to the hypervisor and
managed by the NVIDIA vGPU Manager to provide a virtual machine access to a time-
sliced physical GPU

vib “vSphere Installation Bundle”
VM “Virtual Machine” — an operating system running as a guest on a host server
VSGA “Virtual Shared Graphics Acceleration” - a VMware technology to share a GPU with

guest operating systems using graphic API translation methods

WebUI “Web User Interface” — a web-based means of interacting with an application or
operating system

1.5 THE LAB

The following equipment was used to install the hypervisor, Virtual GPU Manager and virtual
machines to confirm the procedures and collect screen shots for this guide:

NVIDIA Technical Marketing Lab:

e Management Cluster

o Hosts:
= Supermicro 1U servers, local storage, 1GB NICs
o Guests:

=  Microsoft Windows 2012 Domain Controller
=  Microsoft SQL Server 2012
= vCenter Server Appliance (VCSA), PhotonQS based
=  Microsoft Windows 2012 Servers for running:
e View Composer
e Connection Server on Windows
e  Production Cluster
o Hosts:
=  NVIDIA certified 2U servers, 2x vGPU enabled Tesla GPUs, vSAN (SSD &
spindle HDD), 1GB NICs, 10G NICs for iSCSI to Pure Storage SAN
o Guests:
=  Microsoft Windows 10 Professional x64
e SAN Storage
o Pure Storage M50 (10G iSCSI)
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e Networking

o Arista 10G core switch

= No LAG or similar

o Juniper & Cisco 1GB distribution switches
e Load Generation

o An NVIDIA custom designed benchmark engine
e Monitoring

o An NVIDIA custom designed monitoring engine

It’s not necessary to have all the equipment we used for building out a POC/trial environment,
in fact it can be done on a single physical server. This is not, however, representative of a
recommended enterprise deployment and can impact performance. To ensure the most
accurate results and performance you intend to deliver to your end users, build your POC/trial
as close as possible to your production deployment. Further, by separating the management
and production (or virtual desktop) clusters, we were able to reinstall new versions of code
while retaining foundational services and exported virtual machines.
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Chapter 2.
GETTING STARTED

NVIDIA vGPU enables multiple virtual machines (VMs) to have simultaneous, direct access to a
single physical GPU, using the same NVIDIA graphics drivers that are deployed on non-
virtualized operating systems. This gives VMs unparalleled graphics performance and
application compatibility, together with cost-effectiveness and scalability brought about by
sharing a GPU among multiple workloads.

This chapter covers how NVIDIA vGPU solutions fundamentally alters the landscape of
desktop virtualization and enables users and applications of all levels of complexity and
graphics requirements to utilize said solutions. It also describes the NVIDIA vGPU
architecture, the Tesla GPUs recommended for virtualization, the three virtual GPU software
editions, and key standards supported by NVIDIA virtual GPU technology.

2.1 WHY NVIDIA vGPU?

The promise of desktop virtualization, realized for server workloads years ago, is flexibility and
manageability. Initially, desktop virtualization was used where flexibility and security were
the primary drivers due to cost considerations. The democratization of technology over the
years has reduced the total cost of ownership of desktop virtualization. This, along with
advances in storage and multi-core processors make for a reasonable and/or advantageous
cost to ownership.

The big remaining challenge for desktop virtualization is providing a cost effective yet rich user
experience. There have been attempts to solve this problem with shared GPU technologies
like vSGA that are cost effective, but those technologies do not support the rich application
support needed to be successful and ensure end user adoption. This compared to dedicated
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GPU pass-through with vDGA that does provide 100% application compatibility, but only for
the highest end use cases due to the high cost with limited density of virtual machines per
host server.

Due to the lack of scalable, sharable, and cost effective per user GPUs that provide 100%
application compatibility, providing a cost-effective rich user experience has been challenging
for broad use cases in desktop virtualization. Meanwhile, high-end 3D applications simply did
not work in a virtualized environment or were so expensive to implement with vDGA it was
reserved for only the most limited of circumstances.

Today, this is no longer true to thanks to NVIDIA vGPU technology combined with VMware
Horizon. NVIDIA vGPU technology allows the flexibility where multiple virtual desktops share
a single physical GPU that may reside on a single physical PCl card. This provides the 100%
application compatibility of vDGA pass-through graphics, but with lower cost of multiple
desktops sharing a single graphics card to provide a rich, yet more cost-effective user
experience. With Horizon you are able to centralize, pool, and more easily manage
traditionally complex and expensive, distributed workstations and desktops. Now all your
user groups can take advantage of the promise of virtualization.

2.2 NVIDIA vGPU ARCHITECTURE

Physical NVIDIA GPUs can support multiple virtual GPUs (vGPUs) that can be assigned directly
to guest VMs under the control of NVIDIA’s Virtual GPU Manager running in a hypervisor.
Guest VMs use the NVIDIA vGPUs in the same manner as a physical GPU that has been passed
through by the hypervisor. An NVIDIA driver loaded into the VM’s guest OS leverages direct
access to the GPU for performance and critical fast paths. Non-critical performance
management operations use a para-virtualized interface to the NVIDIA Virtual GPU Manager.
Figure 2-1 shows the above NVIDIA vGPU system architecture.
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Figure 2-1. NVIDIA vGPU Platform Solution Architecture

NVIDIA vGPUs are comparable to conventional GPUs in that they have a fixed amount of GPU
frame buffer and one or more virtual display outputs or heads. Multiple heads support
multiple displays. Managed by the NVIDIA vGPU Manager installed in the hypervisor, the
vGPU frame buffer is allocated out of the physical GPU frame buffer at the time the vGPU is
created. The vGPU retains exclusive use of that frame buffer until it is destroyed.

Note that these are virtual heads, meaning on Tesla GPUs there is no physical
connection point for external physical displays.

All vGPUs resident on a physical GPU share access to the GPU’s engines, including the graphics
(3D), and video decode and encode engines. Figure 2-2 shows the vGPU internal architecture.
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Figure 2-2. NVIDIA vGPU Internal Architecture

2.3 SUPPORTED GPUs

NVIDIA virtual GPU software is supported with NVIDIA Tesla GPUs. Determine the Tesla GPU
best suited for your environment based on whether you’re optimizing for performance or
density, and whether the GPUs will be installed in rack servers or blade servers.

» HIGHEST PERFORMANCE — The following Tesla GPUs are targeted at users with demanding
workflows, compressed design cycles, and complex simulations. Datasheets can be
downloaded by clicking on the links below.

NVIDIA TESLA V100

NVIDIA TESLA P100

NVIDIA TESLA P40

NVIDIA TESLA P4

NVIDIA TESLA M60

> BEST FOR HIGH DENSITY
NVIDIA TESLA M10

> BEST FOR BLADE SERVERS
NVIDIA TESLA P6
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NVIDIA TESLA M6

NVIDIA virtual GPU software enables the delivery of graphics-rich virtual desktops and workstations accelerated by
NVIDIA® Tesla® GPUs, the most powerful data center GPUs on the market today. NVIDIA virtual GPU software
divides Tesla GPU resources so the GPU can be shared across multiple virtual machines running any application.

The portfolio of NVIDIA virtual GPU software products includes:

e  NVIDIA Quadro® Virtual Data Center Workstation (Quadro® vDWS)
° NVIDIA GRID® Virtual PC (GRID® vPC)
e NVIDIA GRID® Virtual Applications (GRID® vApps)

To run these software products, you will need an NVIDIA Tesla GPU and software license that addresses your
specific use case.

Table 2-1 lists the virtual GPU software editions and recommended Tesla GPUs for each.

Table 2-1. Virtual GPU Types

NVIDIA VIRTUAL GPU SOFTWARE FEATURES Quadro vDWS GRID vPC GRID vApps
Desktop Virtualization Y Y
RDSH App Housing Y4 Y Y
RDSH Desktop Hosting Y4 Y Y
Configuration &
Deployment
Windows OS Support Y Y Y
Linux OS Support Ys
GPU Pass-Through Support® Y Y
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Bare Metal Support’ Y Y
NVIDIA Graphics Driver Y4 Y Y
NVIDIA Quadro Driver Y
Guaranteed Quality of Service
. Y Y Y
Scheduling®
) . . Four QHD / Two
Maximum Active Displays Four 4K K8 One?®
Display
Maximum Display Resolution 4096 x 2160 4096 x 2160 1280 x 1024
Host, Guest, and Application
) Y Y Y
Level Monitoring™®
Data Center
Management
Live Migration® Y Y Y
NVIDIA Direct Enterprise-Level v v v
Technical Support
Support
Maintenance Releases, Defect
Resolutions, and Security Y Y Y
Patches for up to 3 years*!
Independent Software Vendor v
Advanced (ISV) Certifications
Professional
Features
CUDA / OpenCL Y2 y
NVENC Y Y
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OpenGL Extensions, Including

Y Y Y

WebGL

DirectX Y Y Y

Vulkan Support Y

Quadro Performance Features v

and Optimizations

Max Frame Buffer Supported 32GB 2 GB® 24 GB
0Q, 1Q, 2Q, 3Q, 24A, 16A, 12A,

Available Profiles* 4Q, 6Q, 8Q, 12Q, 08B, 1B, 2B® 8A, 6A, 4A, 3A,
16Q, 24Q, 32Q*° 2A, 1A

High-end professional graphics

users, includes uses for double

precision compute workloads TESLA V100%,

(ie. Running 3D models and TESLA P100

design workflows, intensive

CAE simulations)

Mid to high-end professional

graphics users, includes use for

single precision compute TESLA P40

workloads (ie. Rendering &

creating complex designs)

Entry to mid-level professional

graphics users, including deep

learning inference workloads TESLA P4

and Pascal specific GPU

architecture features

Entry to mid-level professional M60

graphics users, including
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support for heterogeneous
profiles and larger number of
OEM server certifications

Best density and performance M10
for the knowledge worker

Software developers using 2D
Electronic Design Automation
(EDA) tools and Linux apps;
healthcare providers and

. . . M10
financial traders needing
increased productivity with
multiple high-res monitor

support

Best for blade form factor M6, P6 M6, P6 M6, P6

tion, NVIDIA GRID software, and hardware, with 3-year amortization of hardware of two Tesla M10
users 64 vPC users
Elevating User Experience Through GPU Acceleration: A Windows 10 versus Windows 7 Analysis.”
aper. 2017

are Community Program 2017
ps license
VIDIA virtual GPU software Spring 2018 release (version 6.0)
ofiles
rdware supported as primary display device

e fixed share, equal share, and best effort/time slicing

1280x1024 display from the GPU card. However, XenApp renders to an offscreen buffer, so it can
rendered displays at higher resolutions
ring only available starting with the NVIDIA virtual GPU August 2017 release (version 5.0)

port, Updates, and Maintenance and Subscriptions (SUMs) contract
rofile on Maxwell and all profiles on Pascal
well 8A profile on GRID 4.x and earlier releases
dependency on GPU selected. For vGPU profiles, “Q” stands for Quadro, “B” stands for Business, and
“A” stands for Apps. For more information, read the Virtual GPU Software User Guide at docs.nvidia.com/grid/latest/grid-vgpu-
user-guide/index

15V100 support only available with NVIDIA virtual GPU software Spring 2018 release (version 6.0)

16 Gartner. April 25, 2017. “Gartner Survey Shows 85 Percent of Enterprises Will Have Started Windows 10 Deployments by End of
2017.” [Press Release]. Retrieved from www.gartner.com/newsroom/id/3690917

17 John Peddie Research. October 16, 2017. Jon Peddie Research: Multiple Displays Can Increase Productivity By 42%. Retrieved
from www.jonpeddie.com/press-releases/jon-peddie-research-multiple-displays-can-increase-productivity-by-42 Supports up to
two 4K displays or four 2560x1600 displays on 2B profile.

18 Supports up to four 2560x1600 displays on 1B profile. Support for two 4K displays starts with NVIDIA virtual GPU software
release 6.0, and support for four 2560x1600 displays on 2GB profile starts with NVIDIA virtual GPU software release 6.2

1932Q profile available with Tesla V100
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The maximum number of vGPUs that can be created simultaneously on a physical GPU is
defined by the amount of frame buffer per virtual desktop, and thus how many virtual
desktops can share that physical GPU. For example, a Tesla M10 physical GPU can support up
to 64 GRID vPC 0B profiles (32 GB total with 512MB per user) or 32 GRID vPC 1B profiles (32
GB total with 1GB per user). You cannot oversubscribe frame buffers and they must be shared
equally for each physical GPU however, you may select different profiles for each GPU.

NVIDIA Tesla V100, P100, P40, M60 (passive and active cooling), and M10 are full height, full
length, double width PCl-e cards, and are passively (with the exception of the M60) cooled (no
onboard fan) requiring certified servers designed to properly power and cool them. Tesla P4 is
a single slot 75W GPU meaning you can accommodate two Tesla P4s in the same physical
space you could fit a single double width card. Tesla P6 and M6 are designed to fit into blade
server form factors. Refer to http://www.nvidia.com/buygrid for a list of certified server
platforms for NVIDIA Tesla GPUs. Cross-reference the NVIDIA certified server list with the
VMware vSphere HCL to find servers best suited for your NVIDIA vGPU and VMware vSphere
environment. Each card requires auxiliary power cables connected to it (except Tesla P4), see
chart below for specific pin counts. Most industry standard servers require an enablement kit
for proper mounting the of the NVIDIA Tesla cards. Check with your server OEM of choice for
more specific requirements.

2.4 TESLA GPU SPECIFICATIONS

Table 2-2 lists the Tesla GPU hardware specifications.

Table 2-2. Tesla GPU Hardware Specifications
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NVIDIA TESLA GPUs
Recommended for Virtualization

voo e o T T
GPUs / Board 1 i i i I 4 i i
{Architecture) (Valta) {Pascal} {Pascalp (Pascaly MLy {Maxwell) (Maxwell) (Pascaly
4,096 2,560
CUDA Cory 5,120 3,584 3,840 2,560 1,534 D48
= ' § ' (2,0 per GEU) (64D per GRU) k z
N GBMEGR 16 GE GDDRS 32 GB GLORS
M Six
mory Size HEWZ 16 GB HEM2 14 GE GODRS B GB GDDRS 1B GB per GRU) {8 GB par GPU) & GB GDDRS 16 GB GDDRS
H. 264
1080p30 36 36 24 4 3h Fi g it Ll
streams
14GE, 2 GE, 4 GB, 1 GB, 2GE, 3 GB,
e 8 CE. 1605 168,268, 4GB, o oo 1GE, 2GB, 4GB, | 0.5GE, 1GB, 2GB, 0.5GB,1GB,2GB, 0.5GE, 1GE 2GB,  1GB, 2GB, 4 GE,
12 GB 8 GE, 14 GE 12 GB. 34 GB BGE 4 GE, & GB 4 GB, B GEB 4 GE, & GB BGE, 16GE
Form Factar PCle 3.0 Dual Slot  PClle 3.0 Dusl Slot PiCle 3.0 Dual Slot PCle 3.0 Single Slot PCle 3.0 Dual Slot PCle 3.0 Dual Slat MW L)
(rack servers) (rack servers) Irack servers) rack serversy Irack servers) rack servarsy iblade servers) (blads serversh
Power 500 250w 30w TEW J0OW [T25W opt) 225W 100 (73W apt) B
Thermal passive passive pasive passive activel passive passive bare board bare baard
PERFORMANCE DENSITY BLADE
Optimized Optimized Optimized

2.5 SUPPORTED GRAPHICS PROTOCOLS

This version of NVIDIA vGPU software includes support for:
Full DirectX 12, Direct2D, and DirectX Video Acceleration (DXVA)
OpenGL 4.5
NVIDIA vGPU SDK (remote graphics acceleration)
Vulkan 1.0

7 nvEDLA.

OpenCL and CUDA applications WITHOUT Unified Memory are supported on the following

virtual GPUs:
o The 8Q VvGPU type on Tesla M6, Tesla M10, Tesla M60 GPUs
o All Q-series vGPU types on the following GPUs:

= TeslaP4

= TeslaP6

=  Tesla P40

= Tesla P100 SXM2

= Tesla P100 PCle 16GB
= Tesla P100 PCle 12GB
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= Tesla V100 SXM2

= Tesla V100 PCle
= Tesla V100 FHHL
NOTE: Unified Memory and CUDA tools are NOT supported on NVIDIA vGPU

The following are NOT supported in this release of vGPU:

» Open CL and CUDA applications WITH Unified Memory NOTE: For CUDA and OpenCL we
recommend using vDGA (not covered in this guide).

2.6 HOMOGENOUS VIRTUAL GPUS

This release of NVIDIA vGPU software supports only homogeneous virtual GPUs. This means,
at any given time, the virtual GPUs resident on a single physical GPU must be all of the same
type. However, this restriction doesn’t extend across physical GPUs on the same card.
Different physical GPUs on the same card may host different types of virtual GPUs at the same
time, provided that the vGPU types on any one physical GPU are the same.

For example, a Tesla M60 card has two physical GPUs, and can support several types of virtual

GPUs. shows the following examples of valid and invalid virtual GPU configurations
on Tesla M60:

e Avalid configuration with M60-2Q vGPUs on GPU 0 and M60-4Q vGPUs on GPU 1
e Avalid configuration with M60-1B vGPUs on GPU 0 and M60-2Q vGPUs on GPU 1
¢ Aninvalid configuration with mixed vGPU types on GPU 0

Figure 2-3: Graphic Example of a vGPU Configuration with Tesla M60:
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TESLA M60

Physical GPU O Physical GPU 1

(8GB Memory) (8GB Memory)

Valid Configuration with M60-2Q vGPUs on GPU 0, M60-4Q vGPUs on GPU 1

| weoza | msoza | weoz:a | weoza [ wesa | wes |

Valid Configuration with M60-1B vGPUs on GPU 0, M60-2Q vGPUs on GPU 1

INVALID Configuration with mixed vGPU types on GPU 0

mm M60-4Q M60-1B | M60-1B ( M60-1B | M60-1B | M60-1B | M60-1B

2.7 BEFORE YOU BEGIN

This section describes the general prerequisites and some general preparatory steps that must
be addressed before proceeding with the deployment.

2.7.1 Building an Evaluation Plan

To be successful, we highly recommend you start with an evaluation plan consisting of the
following:

e List of your business drivers and goals

o List of all the user groups, their workloads and applications with current, and future
projections in consideration

e Current end-user experience measurements and analysis

e ROI / Density goals

2.7.2 Size Your Environment

Based on your evaluation plan, we recommend sizing an appropriate environment for each
user group you are trying to reach with your evaluation.

For example, here are three examples of Dassault Systemes SOLIDWORKS use cases and their
computing needs:
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Entry Level Engineer / Design Reviewer
(Small Objects / Assemblies / Approximately 10% of Users)

e 4 GB RAM

e 2 vCPUs (2.6 GHz)

e 2-4 GB video RAM

e Two 2560x1600 displays

Mid-Level Engineer
(Avg to Large Objects / All App Features / Approximately 80% of Users)

e 8 GB RAM

e 4 VvCPUs (2.6 GHz)

e 4-8 GB video RAM

e Four 2560x1600 displays and/or One 3840 x 2160

Advanced Engineer
(Extremely Large objects / All App Features / Approximately 10% of Users)

e 16 GB RAM

e 8 vVCPUs (3.2 GHz)

e 8-16 GB video RAM

e Four 2560x1600 displays and/or Two 3840 x 2160

Based upon your needs, make sure to include enough RAM, CPUs, and GPUs to meet your
sizing requirements.

2.7.3 Choosing Your Hardware

The following elements are required to install and configure vGPU software on VMware
vSphere:

NVIDIA certified servers with NVIDIA Tesla cards (see http://www.nvidia.com/object/grid-
certified-servers.html for a list of certified NVIDIA servers. It will be helpful to cross check
this list with the VMware HCL to ensure compatibility for your deployment:
https://www.vmware.com/resources/compatibility/search.php) The following specifications
are recommended:

e 2.6GHz CPU or faster (Intel Xeon E5-2600 v4 Family Product)
e High-speed RAM
e Fast networking

e If using local storage IOPS plays a major role in performance. If using VMware for Virtual
SAN, see the VMware Virtual SAN requirements website for more details.
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High performance storage with Virtual SAN or high IOPS storage system

Higher-performance end points for testing access

2.7.4 General Prerequisites

The following elements are required to install and configure vGPU software on VMware
vSphere 6.7

Evaluation plan consisting of all the following:
e List of your business drivers and goals

e List of all the user groups, their workloads and applications with current, and future
projections in consideration

e Current end-user experience measurements and analysis
e ROI / Density goals

e Review VMware’s Horizon with View Getting Started section which includes courses and
guidance on potentially any current configuration that you may already have:

o http://www.vmware.com/products/horizon-view/gettingstarted

NVIDIA certified servers with NVIDIA Tesla cards (see http://www.nvidia.com/object/grid-
certified-servers.html for a list of certified servers. Cross check this list with the VMware
HCL to ensure compatibility with your environment:
https://www.vmware.com/resources/compatibility/search.php) that meet the following
recommended specifications:

e 2.6GHz CPU or faster (Intel Xeon E5-2600 v4, Intel Xeon Scalable Processor Family)
e High-speed RAM
e Fast networking

e If using local storage IOPS plays a major role in performance. If using VMware for Virtual
SAN, see the VMware Virtual SAN requirements website for more details.

Intel Xeon E5-2600 v4, Intel Xeon Scalable Processor Family Higher-performance end points
for testing access

Free 60-day evaluation for VMware vSphere and vSphere with Operations Management can
be located here: https://my.vmware.com/en/web/vmware/evalcenter?p=vsphere-
eval&srce=WWW us VMW XfK4FDRuqSPEO1Y7ZisJw

Select the appropriate NVIDIA Tesla GPU for your use case. Please reference Table 2-1 or 2-
2 for a better understanding of which GPU suits your deployment requirements. For
additional guidance, please contact your NVIDIA and VMware reps.

VMware vSphere 6.7 build
e vSphere and vCenter Server are available only from the VMware website (see link above).

e You may deploy vCenter Server 6 on a Windows server or as an OVA Appliance.
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VMware Horizon 7 software. If needed, you may register for a trial to obtain the license keys
required for various elements to deploy and manage Horizon at:
https://my.VMware.com/group/VMware/evalcenter?p=horizon.

NVIDIA vGPU software:
e NVIDIA vGPU manager VIB
e NVIDIA WDDM guest driver (32-bit and 64-bit versions)

The vGPU Manager VIB is loaded similar to a driver in the vSphere hypervisor, and is then
managed by the vCenter Server.

Microsoft software:
e Windows Server 2012R2 (recommended) or Server 2008R2 (minimum)
e Windows 10 Professional or Enterprise VL (for use as the guest operating system)

Your choice of one of the following CLI/SSH/SCP tools installed on your Windows-based
toolbox PC:

e MobaXterm (SSH and SPC) is available from www.mobaxterm.mobatek.net. This is the
recommended tool. See Chapter 13, Using MobaXterm, on page 264 for information on
using MobaXterm

e Putty (SSH) and WinSPC (SPC), available from www.putty.org and www.winscp.net,
respectively. See Chapter 14, Using WINSCP, on page 270 for information on using
WinSCP.

Licenses:
e From the VMware Horizon website:
o VMware vSphere 6.7
o VMware Horizon 7
e Microsoft (volume licenses recommended)
Testing and Benchmarking:
e NVIDIA System Management interface (NSMI)
e OPTIONAL: VMware vRealize Operations for Horizon (V4H)
e OPTIONAL: Lakeside Systrack 7 with GPU monitoring
e User satisfaction survey
Server where you will install View Connection Server 6:
e Windows Server 2012R2
e Server must be joined to a domain

e Server must have a static IP address assigned
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2.7.5 Current Builds

As of the publication date of this manual (see the back cover), the current builds are:
NVIDIA-VMware_ESXi_6.7_Host_Driver-390.72-10EM.670.0.0.8169922.vib
NVIDIA-VMware_ESXi_6.7_Host_Driver-390.72-10EM.670.0.0.8169922-offline_bundle.zip
391.81 grid_win8_ win7_32bit_international.exe

391.81_grid_win10_32bit_international.exe

>
>
>
» 391.81 grid_win8 win7_server2012R2_server2008R2_64bit_international.exe
>
» 391.81 grid _winl0_server2016_64bit_international.exe

>

NVIDIA-Linux-x86_64-390.75-grid.run

2.7.6 Pre-Installation Preparation

Perform the following procedure prior to installation:

1. Determine how vSphere will run on the physical hosts. Consider booting from a thumb drive
since this is an Early Access build.

Download and install any of the following for SSH and SCP:
e SSH tool (such as PUTTY) and an SCP tool (such as WinSCP).
e MobaXterm, which handles both SSH and SCP functions.

Set the BIOS on the physical hosts as appropriate. See 2.7.7, Server BIOS Settings on page 22.

Install Virtual Clone Drive or similar to easily mount and un-mount ISO images within the
virtual machines.

2.7.7 Server BIOS Settings

Configure the BIOS as appropriate for your physical hosts, as described below:

2.7.7.1 Cisco

» CPU Performance: Set this parameter to either Enterprise or High Throughput.
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» Energy Performance: Set this parameter to Performance.
» PCl Configuration: Set the following parameters:

e MMCFG BASE: Change this value from Auto to 2 GB.

CAUTION: FAILURE TO CHANGE THIS VALUE MAY CAUSE THE VSPHERE INSTALLAITON TO
FAIL WHILE BOOTING THE ISO.

e Memory Mapped I/O above 4-GB: Set this parameter to Enabled.

» VGA Priority: Set this parameter to Onboard VGA Primary.

» Refer to the Cisco Unified Computing System BIOS Settings page at the Cisco website for
additional Cisco-specific BIOS settings.

2.7.7.2 Dell

» System Profile: Set this parameter to Performance.

» Memory Mapped I/O Above 4 GB: Set this parameter to Enabled

If NVIDIA card detection does not include all the installed GPUs, set this option to Enabled

» Embedded Video Controller: Set this parameter to Enabled.

» Refer to the Dell BIOS Settings page at the Dell website for additional Dell-specific BIOS
settings.

2.7.7.3 HP

» HP Power Profile: Set this parameter to Advanced.

HP Power Regulator: Set this parameter to HP Static High-Performance Mode.
Energy/Performance Bias: Set this parameter to Maximum Performance.

Memory Power Savings Mode: Set this parameter to Maximum Performance.

vV v v Vv

Video Options: Set this parameter to Embedded Video Primary, Optional Video Secondary.

2.7.7.4 Supermicro

» Power Technology: Set this parameter to either Maximum Performance or Energy Efficient.
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Energy/Performance Bias: Set this parameter to either Performance or Balanced
Performance.

Above 4G Decoding: Set this parameter to Enabled.
MMCFG base: Set this parameter to 0xC0000000.
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Chapter 3.
INSTALLING vSPHERE 6.7

This chapter covers the following vSphere 6.7 installation topics:
Choosing an install method
Preparing the USB boot media
Installing vSphere 6.7 from the USB media

Initial host configuration

vV v v v VY

Assigning a host license

NOTE: This deployment guide assumes you are building an environment as a proof of concept
and is not meant to be a production deployment, as a result, choices made are meant to speed
up and ease the process. See the corresponding guides for each technology, and make choices
appropriate for your needs, before building your production environment.

3.1 CHOOSING INSTALL METHOD

With the ability to install from and onto a SD card or USB memory stick, vSphere offers
flexibility verses local hard drive install. Please see vSphere documentation regarding best
practices for logs when booting from USB or similar. In our main lab we used Supermicro’s
IPMI and virtual media to boot from ISO file and install on local storage. In home labs USB was
used to quickly move from one version to another.
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3.2 PREPARING USB BOOT MEDIA

Installing vSphere 6.7

Reference VMware KB: “Installing ESXi 5.x on a supported USB flash drive or SD flash card

(2004784)"

Booting vSphere 6.7 from a USB drive is useful if your host has an existing vSphere Version 5.5

or earlier installation that you want to retain.

Use the following procedure to prepare a USB drive for booting:

Download UNetbootin from http://unetbootin.sourceforge.net/.

The Windows version of the application does not include an installer; however, the OSX
version is packaged in a .DMG file that you must mount. You must also copy the application
to the Applications folder before launching. Alternatively, you can use YUMI, which allows
booting multiple installation images on one USB device plus the option to load the entire
installation into RAM. The download link is http://www.pendrivelinux.com/yumi-multiboot-usb-

creator/.

Start the application, select Diskimage, and then click the ... icon to browse for the installation

ISO file.
4 UNetbootin (o] @] =
Distribution (== Select Distribution == v | [== Select version == -

Welcome to UNetbootin, the Universal Netboot Installer. Usage:

1. Select a distribution and version to download from the list above, or manualy spedfy files to
load below.
2. Select an installation type, and press OK to begin instaling.

pe: [ =) o [ 2 (o) [Comm )

Space used to preserve files across reboots (Ubuntu only): 0 =

Navigate to the location that contains the installation .ISO file and then select Open.
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Select the mounted USB drive on which to perform the installation and then select OK.
The copying process begins, and a series of progress bars are displayed.

~

"2 UNetbootin o[ E- ]

Distribution == Select Distribution == v | (== Select Version == v

Welcome to UNetbootin, the Universal Netboot Installer. Usage:

1. Select a distribution and version to download from the list above, or manually spedfy files to

load below.
2. Select an installation type, and press OK to begin instaling.

e =
M8

Space used to preserve files across reboots (Ubuntu only): 0 =1

Type: {USBDnve vJ Drive: [ :\ vj[ oK } { Cancel J

When the copying process is complete, click Exit and then remove the USB drive.

To install from this USB drive, insert into the host using either an internal or on motherboard
USB port, then set that as the primary boot source or select from the boot menu on power up.

3.3 INSTALLING VSPHERE 6.7

Use the following procedure to install the vSphere 6.7 regardless of boot source. Select the
boot media with the vSphere I1SO on your host’s boot menu.

Apply power to start the host.
The following menu displays when the host starts up:
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ESXi-6.7.8-8169922-standard Boot Menu

ESXi-6.7.8-8169922-standard Installer

Boot from local disk

Select the installer using the arrow keys and then press [ENTER] to begin booting the vSphere
6.7 installer.

A compatibility warning display:

Helcone to the YMuare ESXi 6.7.0 Installation

VMuare ESXi 6.7.0 installs on most systems but only
systems on YMuares Compatibility Guide are supported.

Consult the YMuare Compatibility Guide at:
http:// . vnuare . con/resources/conpat ibil ity

Select the operation to perfornm.

Press [ENTER] to proceed.
The End User License Agreement (EULA) displays:
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(ESC) Do not Accept (F11) Accept and Cont inue

Read the EULA and then press [F11] to accept it and continue the installation.
The installer scans the host to locate a suitable installation drive:

It should display all drives available for install:

= Intel RCS257B040LX (naa .600605bB0631dc201blf6. . . ) 222.59 GiB

(Esc) Cancel (F1) Details (F5) Refresh (Enter) Continue
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Use the arrow keys to select the drive you want to install vSphere 6.7 and then press [ENTER]

to continue.

You can install vSphere 6.7 to a USB drive and then boot and run the system from that USB drive.
This sample installation shows vSphere being installed on a local hard drive.

The installer scans the chosen drive to determine suitability for install:

(Esc) Cancel (F1) Details (F5) Refresh (Enter) Cont inue

The Confirm Disk Selection window displays:

(¥) Install ESXi, overurite VYMFS datastore

(Esc) Cancel (Enter) 0K

(Esc) Cancel (F1) Details (F5) Refresh (Enter) Continue

Press [ENTER] to accept your selection and continue. (For this EA2 release, Upgrade ESXi is not

a supported selection.)
The Please select a keyboard layout window displays:

NVIDIA vGPU™ Deployment Guide for VMware Horizon 7.5 on VMWARE vSphere 6.7 | 30



Installing vSphere 6.7

US Default

(Esc) Cancel (F9) Back (Enter) Cont inue

Select your desired keyboard layout using the arrow keys and then press [ENTER].
The Enter a root password window displays.

Passuords match.

(Esc) Cancel (F9) Back (Enter) Continue

Enter a root password in the Root password field.

CAUTION: TO PREVENT UNAUTHORIZED ACCESS, YOUR SELECTED ROOT PASSWORD SHOULD
CONTAIN AT LEAST EIGHT (8) CHARACTERS AND CONSIST OF A MIX OF LOWERCASE AND CAPITAL
LETTERS, DIGITS, AND SPECIAL CHARACTERS.

Confirm the password in the Confirm password field and then press [ENTER] to proceed. The
installer rescans the system:

Then displays the Confirm Install window:
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(Esc) Cancel (F9) Back (F111 Install

Press [F11] to proceed with the installation.

CAUTION: THE INSTALLER WILL REPARTITION THE SELECTED DISK. ALL DATA ON THE SELECTED
DISK WILL BE DESTROYED

The vSphere 6.7 installation proceeds:

The Installation Complete window displays when the installation process is completed:

Remove the installation media before rebooting.

(Enter) Reboot
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Press [ENTER] to reboot the system. (Make sure your installation media has been ejected and
your bios set to the boot disk.)

Reboot ing Server
The server uwill shut doun and reboot.

The process will take a short time to conplete.

The installation is now complete.

3.4 INITIAL HOST CONFIGURATION

A countdown timer displays when you first boot vSphere 6.7. You can wait for the countdown
to expire or press [ENTER] to proceed with booting. A series of notifications displays during
boot.

The VMware vSphere 6.7 screen displays once the boot completes:

VYMuare ESXi 6.7.0 (VMKernel Release Build 8169922)

Supernicro SYS-2028GR-TRT

2 x Intel(R) Xeon(R) CPU E5-2667 v4 @ 3.20GHz
255.9 GiB Hemory

To manage this host go to:
http://ESXi6/
http://10.19.203.76/ (STATIC)

<F2> Customize Systen/View Logs <F12> Shut Doun/Restart
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Figure 3-1. VMware vSphere 6.7 Screen

Use the following procedure to configure the host:

1. Press[F2].
The Authentication Required window displays:

Authent ication Required

Enter an authorized login name and password for
localhost .nvidia. lab.

Conf igured Keyboard (US Default)
Login Name: [ root
Password: [ sesesemmmsesese_

<Enter> 0K <Esc> Cancel

Enter the root account credentials that you created during the installation process and then
press [ENTER]. The System Customization screen displays.

System Customization Conf igure Password

onf igure Passuord Set

Conf igure Lockdoun Mode
To prevent unauthorized access to this system., set the

Conf igure Management Netuwork passuord for the user.

Restart Management Network

Test Hanagement Network

Netuwork Restore Options

Conf igure Keyboard
Troubleshoot ing Options

View System Logs
View Support Information

Reset System Conf iguration

Scroll down to select Configure Management Network and then press [ENTER].
The Network Adapters window appears:
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Systen Customization Conf igure Management Netuork

Conf igure Passuord Hostnamne :

Conf igure Lockdown Hode ESXi6

1Pu4 Address:

Restart Management Netuork 10.19.203.76

Test Management Netuork

Netuork Restore Options 4 OF no this host’s m 2 netuork set

Conf igure Keyboard
Troubleshooting Options

View System Logs
View Support Information

Reset System Configuration

Use the arrow keys to select the adapter to use as the default management network and then
press [ENTER]. The IPv4 Configuration window displays:

IPv4 Conf iguration

This host can obtain netuwork settings automatically if your netuwork
i a DHCP server. If it does not, the follouing settings must be

( ) Disable IPv4 configuration for management network

( ) Use dynanic IPv4 address and network configuration
(o) Set static IPv4 address and netuwork configuration:

IPv4 Address [ 10.19.203.76 1
Subnet Mask [ 255.255.255.0 1
Default Gateway [ 10.19.203.1 1
<Up/Doun> Select <Space> Mark Selected <Enter> 0K <Esc)> Cancel

Use the arrow keys to select Set static IPv4 address and network configuration and then enter the
IPv4 address, subnet mask, and default gateway in the respective fields.

Press [ENTER] when finished to apply the new management network settings.
The Confirm Management Network popup displays.

Press [Y] to confirm your selection.
The DNS Configuration window displays.

Add the primary and (if available) secondary DNS server address(es) in the respective fields.

Set the host name for this vSphere host in the Hostname field.

Press [ENTER] when finished.
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Select Test Management Network on the main vSphere 6 screen to open the Test Management
Network window.

Perform the following tests:
e Ping the default gateway.
e Ping the DNS server.

e Resolve a known address.

Return to the main vSphere 6.7 screen when you have completed testing, and then select
Troubleshooting Options. The Troubleshooting Mode Options window displays.

Troubleshoot ing Mode Options ESXi Shell
nable ESXi Shell ESXi Shell is Disabled
Enable SSH

Modify ESXi Shell and SSH timeouts Change current state of the ESXi Shell
Modify DCUI idle timeout
Restart Management Agents

In order to install the NVDIA VIB in a later step, you will need to enable the vSphere Shell. This
can be accomplished by selecting Enable vSphere Shell.

Press [ENTER] to toggle Enable vSphere Shell on.
The window on the right displays the status: Enable vSphere Shell Disabled

Troubleshoot ing Mode Options ESXi Shell

nable ESXi Shell ‘ ESXi Shell is Disabled

Enable SSH

Modify ESXi Shell and SSH timeouts (hamge=eusseat=atat® of the ESXi Shell

Modify DCUI idle timeout
Restart Management Agents

Enable SSH by selecting Enable SSH and press [ENTER] to toggle this option on.
The window on the right displays the status: SSH is Enabled
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Chapter 4.
INSTALLING VMWARE vCENTER 6.7 SERVER

This chapter covers installing VMware vCenter 6.7 Server, including:
An installation walk-through
The initial vCenter Server Configuration
Adding a host

Setting a vCenter appliance to auto-start

vV v v v VY

Mounting an NFO ISO data store

Review the prerequisites in section 2.7.4, General Prerequisites on page 18 before proceeding
with these installations.

NOTE: This deployment guide assumes you are building an environment for a proof of
concept. Refer to VMware best practice guides before building your production environment.

4.1 INSTALLING vCENTER 6.7 SERVER APPLIANCE

4.1.1 About VCSA

The VCSA is a pre-configured virtual appliance built on Project Photon OS. Since the OS has
been developed by VMware it benefits from enhanced performance and boot times over the
previous Linux based appliance. Furthermore, the embedded vPostgres database means
VMware have full control of the software stack, resulting in significant optimization for
vSphere environments and quicker release of security patches and bug fixes. The VCSA scales
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up to 2000 hosts and 35,000 virtual machines. A couple of releases ago the VCSA reached
feature parity with its Windows counterpart and is now the preferred deployment method for
vCenter Server. Features such as Update Manager are bundled into the VCSA, as well as file-
based backup and restore, and vCenter High Availability. The appliance also saves operating
system license costs and is quicker and easier to deploy and patch.

Software Considerations

= VCSA 6.7 must be deployed to an ESXi host or vCenter running v5.5 or above. However,
all hosts you intend to connect to vCenter Server 6.7 should be running ESXi 6.0 or
above, hosts running 5.5 and earlier cannot be managed by vCenter 6.7 and do not have
a direct upgrade path to 6.7.

*  You must check compatibility of any third-party products and plugins that might be used
for backups, anti-virus, monitoring, etc. as these may need upgrading for vSphere 6.7
compatibility.

= To check version compatibility with another VMware products, see the Product
Interoperability Matrix.

* The points above are especially important since at the time of writing vSphere 6.7 is
new enough that other VMware and third-party products may not have released
compatible versions. Verify before installing vSphere 6.7 and review the Release
Notes and Important information before upgrading to vSphere 6.7 KB.

Architectural Considerations

*  When implementing a new vSphere 6.7 environment you should plan your topology in
accordance with the VMware vCenter Server and Platform Services Controller
Deployment Types.

»= Aseries of videos covering vCenter Server and Platform Services Architecture can be
found here. If you require further assistance with vCenter planning see also the vSphere
Topology and Upgrade Planning Tool here,

=  Most deployments will include the vCenter Server and PSC in one appliance, following
the embedded deployment model, which | will use in this guide.
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= Greenfield deployments of vSphere 6.7 can take advantage of Embedded PSC with
Enhanced Linked Mode, providing native vCenter Server HA support, and removal of
SSO site boundaries.

Virtual Machine or Physical Server

Platform Services
Controller

Other Considerations

= The VCSA with embedded PSC requires the following hardware resources (disk can be
thin provisioned)

= Tiny (up to 10 hosts, 100 VMs) — 2 CPUs, 10 GB RAM.

= Small (up to 100 hosts, 1000 VMs) — 4 CPUs, 16 GB RAM.

=  Medium (up to 400 hosts, 4000 VMs) — 8 CPUs, 24 GB RAM.

= Large (up to 1000 hosts, 10,000 VMs) — 16 CPUs, 32 GB RAM.

= X-Large (up to 2000 hosts, 35,000 VMs) — 24 CPUs, 48 GB RAM — new to v6.5.

= Storage requirements for the smallest environments start at 250 GB and increase
depending on your specific database requirements. See the Storage Requirements
document for further details.

=  Where the PSCis deployed as a separate appliance this requires 2 CPUs, 4 GB RAM, 60
GB disk.

= Environments with ESXi host(s) with more than 512 LUNs and 2048 paths should be
sized large or x-large.
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* The ESXi host on which you deploy the VCSA should not be in lockdown or maintenance
mode.

= All vSphere components should be configured to use an NTP server. The installation can
fail or the vCenter Server Appliance vpxd service may not be able to start if the clocks
are unsynchronized.

= FQDN resolution should be in place when deploying vCenter Server.
= Alist of Required Ports for vCenter Server and PSC can be found here.
» The configuration maximums for vSphere 6.7 can be found here.

* |nvSphere 6.7 TLS 1.2 is enabled by default. TLS 1.0 and TLS 1.1 are disabled by default,
review the Release Notes for more information.

= There are a number of Intel and AMD CPUs no longer supported with vSphere 6.7,
review the Release Notes for a full list of unsupported processors.

4.1.2 vCenter Server Appliance (VCSA) Installation

Download the VMware vCenter Server Appliance 6.7 ISO from VMware downloads: v6.7.0.

1. Mount the ISO on your computer. The VCSA 6.7 installer is compatible with Mac, Linux,
and Windows.

2. Browse to the corresponding directory for your operating system, e.g. \vcsa-ui-
installer\win32. Right click Installer and select Run as administrator.
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=l ApplicationTools  win32 - o0 «x
Home  Share  View Manage (]

« v 4 > ThisPC » DVD Drive (F) VMware VCSA > vesa-ui-installer > win32 v | Searchwiniz »
Name - Date modified Type Size
s Quickaccess
P locales File folder
resources File folder
& Downloads [ blink_image_resources_200_percent.pak PAK File
[ Documents [ content_resources_200_percent.pak
&) Pictures [] content_shell pak
5] d3deompiler_47.dll
5] ffmpeg.dil Application extens
[ icudt.dat DAT File
() installer Application
4] bEGLAN Application extens
5] ibGLESV2.di Application extens
@ OneDrive [7] uicense File

@ LICENSES.chromium
[7 natives_blob.bin
¥ Network 5] noden

Chrome HTML Do...
[ This PC BIN File

Application extens

[ 7] snapshot_blob.bin BIN File
[ ] ui_resources_200_percent.pak PAK File
[ version File

[] views_resources_200_percent.pak PAK File

5] xinput1 2l Application extens

20items 1 item selected 54.2 MB =

3. As we are installing a new instance click Install.

vm - Stage 1: Deploy appliance

Upgrade Migrate Restore

4. The installation is split into 2 stages, we begin with deploying the appliance. Click Next.
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v Install - Stage 1: Depiloy appliance

1 Introduction

5. Read and then accept the EULA, click [Next] to continue:

vm Install - Stage 1: Deploy appliance

| End user license agreement

2 End user icense agreement
VMWARE END USER LICENSE AGREEMENT
PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL GOVERN
YOUR USE OF THE SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY APPEAR DURING

THE INSTALLATION OF THE SOFTWARE

IMPORTANT-READ CAREFULLY: S

EVALUATION LICENSE
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6. Select the deployment model, in this example we will be using an embedded
deployment combining the vCenter Server and Platform Services Controller in one
appliance, click Next.

vm Install - Stage 1: Deploy appliance

3 Select deployrnent type

Embedded Platform Services Contreller e

External Platform Services Controller

AE0lante

7. In this step you are selecting the vSphere host to install the VCSA on as a guest, this can
be on a host running ESXi 5.5 or later. It is recommended that the vCenter server
(Windows or appliance based) run on a separate management cluster from the one
designated for VDI workloads. Enter the IP address or FQDN of the chosen host, then its
root user name and password and click [Next]:
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vm  Install - Stage A Controfler

or vCenter Server

4 Appliance deployment target

ANCEL BACHK NEXT

8. If your desktop can reach the host then you should see a certificate warning as it
connects, this is due to the use of a self-signed cert. If you are using signed certificate,
then you will not see this warning. Click [Yes] and continue:

Certificate Warning

If an untrusted SSL certificate is installed on 192.168.1.100, secure
communication cannot be guaranteed. Depending on your security policy, this
issue might not represent a security concern

The SHA1 thumbprint of the certificate 1s:

B6:FE:07:BC:37:79:E5:BC:FB:F5:EB:B9:9D:6F:3C:E7:44:BB:51:3B

To accept and continue, click Yes

9. The credentials you provided are validated:
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validating. .

10. With a successful connection you are now prompted to name the appliance, then enter

a root password for the appliance, enter it twice and click Next:

wmn Install - Stage 1: Deploy wCenter Server with an Embedded Platform Services Controller

Set up appliance WM

viMware viCenter Server Applance]

7 Set up appliance WM

ANCEL BACK MNEXT

11. Select the deployment size in line with the number of hosts and virtual machines that

will be managed, click Next.
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vm Install - Stage 1. Deploy vCenter Server with an Embedded Platform Sarvic

Select deployment size

Resources required for different deployment sizes

PUs  Memory (GE1 | Storege (G8) | Hosts fup b VM3 (up to)

8 Select deployment size

12. Select the datastore where the VCSA will be deployed, select thin provisioning if
required, and click Next. Configure the network settings for the appliance and
click Next.

NVIDIA vGPU™ Deployment Guide for VMware Horizon 7.5 on VMWARE vSphere 6.7 | 46



Installing VMware vCenter 6.7 Server

vm Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

1 Introduction

2 End user license agreement

3 Select deployment type

4 Appliance deployment target

Set up appliance VM

o

=}

Select deployment size

~

Select datastore

™

Configure network settings

w©

Ready to complete stage 1

Select datastore
Select the storage location for this appliance

© Install on an existing datastore accessible from the target host

Name Type Capacity Free T Provisioned Thin Provisioning
datastorel VMFS-6 45825 GB 25815 GB 2001GB Supported
datastore2 VMFS-6 465.5 GB 123.96 GB 341.54 GB Supported

Enable Thin Disk Mode @

Install on a new vSAN cluster containing th

@

target host @

CANCEL BACK NEXT

13. Configure network settings, this is a long page and will require scrolling down to see all
settings. Before configuring these settings, choose an appropriate static IP address and
enter that into local DNS (e.g. on the Domain Controller). Once you can resolve the
address, enter that IP address, host name, and then scroll down for remaining entries:
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d Platform

10 Configune network Settings

Configure network settings
e twark ‘)
P wersh 1Pvd
P assignment static
e @
P address
Sumnet mask o prefix length \::.
Diefaull gateway
DMNS sarvers
HTTE B0
HTTRS 443 .

CANCEL | BACK MNEXT

14. On the summary page click Finish. The appliance will now be deployed.

Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services

Controller

Deploying the appliance
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15. With the VCSA now deployed we can move on to stage 2, click Continue.

Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services
r r
Controller

@ You have successfully deployed the vCenter Server with an Embedded Platform Services

SE | CONTINUE

16. Click Next to begin the VCSA setup.
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vCenter Server Appliance with an Embedded PSC

Introduction

17. Configure the NTP servers, enable SSH access if required, and click Next.

vm Install - Stage 2- Set Up vCenter Server Appliance with an Embedded PSC

| 1 Introductio Appliance configuration

2 Appliance configuration

Time synchronization mode Synchronize time with NTP server: ~
3 S50 configuration

NTP servers (comma-separated list)
4 Configure CEIP

5 Ready to complete
SSH access Disabled ~

o Fer vCenter Server High Availability (HA), enable SSH access.

CANCEL BACK NEXT
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18. Enter a unique SSO domain name, the default is vSphere. Local. The SSO domain name
should not be the same as your Active Directory Domain. Configure a password for the
SSO administrator, click Next.

vm Install - Stage 2- Set Up vCenter Server Appliance with an Embedded PSC

S5O configuration

1 ntroduction

2 Appliance configuration ‘
® Create a new SSO domain

3 5SSO configuration Single Sign-On domain name vsphere loca @
4 Configure CEIP Single Sign-On user name administrator
5 Ready to complets Single Sign-On password ~ sieeseeee @

Confirm password ~ sessssees

Join an existing SSO domain

9
NS
=y =

NNy

k.

e

CANCEL BACK NEXT

19. Select or deselect the customer experience improvement program box and click Next.
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Install - Stage 2: Set Up vCenter Server Appliance with an Embedded PSC

1 ntroduction

Appliance configuration

)

S5O configuration

w

4 Configure CEIP

5 Ready to complete

Configure CEIP

Join the VMware Customer Experience Improvement Program

VWMware’s Customer Experience Improvement Program (“CEIP”) provides
VMware with information that enables VMware to improve its products and
services, to fix problems, and to advise you on how best to deploy and use our
products. As part of the CEIP, VMware collects technical information about your
organization’s use of VMware products and services on a regular basis in
association with your organization’s VMware license key(s). This information
does not personally identify any individual.

Additional information regarding the data collected through CEIP and the
purposes for which it is used by VMware is set forth in the Trust & Assurance
Center at hup:/www.vmware.com/trustvmware/ceip.html

If you prefer not to participate in VMware's CEIP for this product, you should
uncheck the box below. You may jein or leave VMware’s CEIP for this product at
any time

Join the VMware's Customer Experience Improvement Program (CEIP)

CANCEL

NEXT

20. Review the details on the summary page and click Finish.

Install - Stage 2: Set Up vCenter Server Appliance with an Embedded PSC

(S}

Ready to complete

ntroduction Review your settings before finishing the v

Appliance configuration
pRla 7 Network Details

3 SSO configuration Network configuration Assign static IP address
P version Pvd

4 EoiisreEdr Host name photon-machine

5 Ready to complete PlhieaEs

Subnet mask
Gateway

DNS servers
Appliance Details

Time synchronization mode

S5H access Disabled
SSO Details

Domain name vsphereloca
User name administrator

Customer Experience Improvement Program

CEIP setting Opted out

CANCEL
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21. Click Ok to acknowledge that the VCSA setup cannot be paused or stopped once started.
When the installer is complete click Close to close the wizard.

warning
You will not be able to pause or stop the install from

completing once its started. Click OK to continue, or Cancel to

stop the install

Install - Stage 2: Complete

0 You have successfully setup this Appliance
|

Complete

vCenter Server Appliance setup has been completed successfully. Click on the link below 1o get
started. Press close to exit.

Appliance Getting Started https.//photon-machine:443
Page

CLOSE

4.2 POST INSTALLATION

This section describes post install and configure vCenter 6.7 Server.

4.2.1 Adding Licenses to Your vCenter Server
Use the following procedure to configure vCenter 6.7:

1. Connect to the vCenter post install using the IP or FQDN of the vCenter. Access vSphere
by clicking either Launch vSphere Client (HTML5) or Launch vSphere Web Client (FLEX).
As the web client will be depreciated in future versions, and the HTMLS5 client is now
nearly at full feature parity, we will use the HTML5 vSphere client.
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vmware

Getting Started

LAUNCH WVSPHERE CLIENT {(HTMLS)

LAUNCH VEFHERE WEB CLIENT (FLEX)
Documentation

Viviware vSphere Documentalion Cenler

Funclionality Updates for the vSphere Client (HTML3)

The VMware Single Single-On page displays:

VMware vCenter Single Sign-On

2. Enter the username and password that you specified during installation, and then click
the Login button. The VMware vSphere Web Client page displays.
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£ Tre ars vGentar Sarvar systems with sxpired or expirna icanses in your rwentory. [ MANAGE YouR icenses ][ oEras |

@ Home Shortcuts
DSl Inventories
z
H ] e & I
He Networking o Linked
L ntor
Monitoring
El Ly 2 & M
otk Consol . . s
o A Manager
D up
B Evene Administration

3.  You must apply a new vCenter license key within 60 days. If you have purchased vCenter
Server then log into your licensing portal here. If the license key does not appear then
check with your VMware account manager. Log in to the vSphere Web Client using the
SSO administrator login. From the Menu drop-down click Administration,

/N There are vCenter Server systems with expirad or expiring licenses in your inventory. | MANAGE YOUR LICENSES DETAILS

vm vSphere Client Menu v O c

Administration

Licenses

~ Access Control

Roles Licenses Products Assets

Global Permissions

) ~+ Add New Licenses 5 Synchronize Licenses
~ Licensing

[ Liense v License Key v Product v Usage Capacity state v Exp

~ Solutions

Client Plug-Ins
~ Deployment

Customer Experience Im
~ Single Sign On

Users and Groups

Configuration
~ Certificates

Certificate Management

No items selected

4. Select Licenses from the left-hand menu and then select the Licenses tab to open the
Licenses tab. Click Add New Licenses to open the New Licenses popup.
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New Licenses Enter license keys X

License keys (one per line)
1 Enter license keys

2 Edit license names

3 Ready to complete

CANCEL NEXT

5. Enter the Center Server Standard license key provided at the vSphere beta program
website

New Licenses Enter license keys X

1 Enter license keys

2 Edit license names

3 Ready to complete

CANCEL m

6. Enter a unique name for the license in the License Name field and then click Next.
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New Licenses Edit license names X

1 Enter license keys License name: License 1

License key: JM406-PCH13-78793-0H2R0-8HVSH Expires:  08/03/2018

2 Editlicense names Product WMware vCenter Server 6 Standard (Instances) Capacity: 1Instances

3 Ready to complete

CANCEL BACK NEXT

7. Review your selections and then click Finish to close the Enter New License popup and
return to the VMware vSphere Web Client page.

New Licenses Ready to complete X
Number of licenses: 1
1 Enter license keys
License name:  License 1

ZREdilicenseluacs License key:  JMADG-PCHI3-78793-0H2RO-8HVSH

3 Ready to complete

CANCEL BACK m
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4.2.2 Adding a Host

Use the following procedure to add a host in vCenter 6.7:
1. Select the Home icon (house) on the VMware vSphere Web Client page
2. Select Hosts and Clusters.

3. Drop down ACTIONS and select New Datacenter.

vm vSphere Client Menu v

B @ @ AcTIONS +
— _— [ Actions -
Summar Monitor g nters Hosts & Clusters
Y

New Datacenter...

Virtual Mach|

Hosts £ New Folder
Distributed Switch >

O Assign License

Tags & Custom Attributes >

Custom Attributes

Attribute Value

The New Datacenter popup Displays
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New Datacenter X
Location: R}

4. Enter a name for the datacenter in the Datacenter name field and click OK.
The new datacenter is visible in the left panel of the vSphere Web Client.

vim vSphere Client Menu s

& 8 D Er Datacenter | acTions~

v 5 Summary Monitor Configure
Datacenter -

Hosts

Virtual Machines:

Clusters:

Metworks:

(o IO e IO O e R o

Datastores

5. Drop down ACTIONS and select Add a Host.
The Name and location dialog open.
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Host name or IP address:

onnection settings Enter the name or IP address of the host to add to vCenter Server.

Installing VMware vCenter 6.7 Server

Location: [l Datacenter

CANCEL NEXT

Enter the host name or IP address of the vSphere host and click Next.

The Connection settings dialog displays.

Add Host

+ 1Name and location Connection settings

2 Connection settings Enter the host connection details

Password:

User name: root

CANCEL BACK NEXT

4
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6. Enter the administrator account credentials in the User name and Password fields and click
Next. The Security Alert popup displays.

Security Alert X

The certificate store of vCenter Server cannot verify the certificate

Click Yes to replace the host certificate.
The Host summary dialog displays.

Review the settings and click Next to proceed.
The Assign license dialog displays.

Confirm the license selection and click Next.
The Lockdown mode dialog displays.

Accept the default setting (Disabled) and click Next.
The VM location dialog displays.

Select a cluster or accept the default option and click Next to proceed.
The Ready to complete dialog displays.

7. Click Finish to complete adding the new host.
The new host is now visible in the left panel when you click the datacenter name.
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8 2

v

v Datacenter

> B

Installing VMware vCenter 6.7 Server

Menu

5 ACTIONS ~

summary Monitor Configure Permissions

Logical Processors: 24
NICs: 1
Virtual Machines 7

State: Connected
Uptime: 0 second
1 . L,

Hardware

4.2.3 Setting the NTP Service on a Host

1. Click a host object in the menu on the left, click Configure—> System-> Time

Configuration—> Edit

vm vSphere Client

g @ 8 2 @

| Summary  Monitor

v B Datacenter
oD + Storage

Storage Adapters

VM Startup/Shutde.

Agent VM Settings

Defauit VM Compati

Swap File Location

~ System
Licensing
Host Profile

Time Configuration

Authentication Servi

Certificate

ACTIONS v

Configure ~ Permissions  VMs Resouree Pools Datastores Networks

Time Configuration
Date & Time
NTP Client
NTP Service Status

NTP Servers

2. Enter avalid time server and click OK:

NVIDIA vGPU™ Deployment Guide for VMware Horizon 7.5 on VMWARE vSphere 6.7
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Hypervisor: VMware ESXI, 6.7.0, 8169922
Model
Processor Type Intel(R) Xeon(R) Gold 6126 CPU @ 2.60GHz

Updates

07/28/2018, 10:10:01 AM

Disabled

Stopped

ntp 1128 com
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Edit Time Configuration X
Specify how the date and time on this host should be set

® Manually configure the date and time on this host
2018-07-28 10:12:04

(date and time are in ISO 8601 format)

Use Network Time Protocol (Enable NTP client)

P Service Startup Policy art a anuz v

3. Do this for each host to ensure time is accurate for all guests.

4.2.4 Setting a vCenter Appliance to Auto-Start

Use the following procedure to set a vCenter Appliance to start automatically:

1. Inthe vSphere Web Client, select the host then select Configure—> Virtual Machines—> VM
Startup/Shutdown.

& ACTIONS v~
summary Monitor Conﬁgure Permissions VMs Resource Pools Datastores Networks Updates
w Storage

Virtual Machine Startup and Shutdown

Storage Adapters

If the host is part of a vSphere HA cluster, the automatic startup and shutdown of virtual machines is disabled.
Storage Devices
Host Cache Configur.. Startup Order VM Name Startup Startup Delay (s)
Protocol Endpoints Automatic Ordered
/O Fiters 1 AD Enabled 120
v Netw
2 v (Center Server Appliance Enabled 20
Vi vitches
VMkernel adapters 3 cs Enabled 120
Physical ters Manual Startup
TCR/I guration v T ol Disabled 120
w Virtual Machines
W Disabled 120
VM Startup/Shutdo.
Agent VM Settings D Disabled 120
Default VM Compati. W Disabled 120

Swap File Location

w System
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Click the Edit button.
The Edit VM Startup and Shutdown window displays.

Edit VM Startup/Shutdown Configuration X

Default VM Settings

System influence ¥ Automatically start and stop the virtual machines with the system

SSiplcstay 120 Continue if VMware Tools is started

Shutdown delay 120

Shutdown action Power off v

Startup Order VM Name Startup Startup Delay (s) VMware Tools Shutdown Behav... Shutdown Delay ...

Automatic Or..

1 AD Enabled 120 Wart for Staru... Power off 120
2 VMware vCe.. Enabled 120 Wait for startu... Power off 120
3 cs Enabled 120 Wait for startu... Power off 120

Manual Start._.

120 Walt for startu.. Power off 120
Wi icRhlar ar Walt for startu... Power off 120
noe SERPRY B ] Dmssime mfF 1N h

Select the vCenter Appliance and click the Up arrow to move that virtual machine up to the
Automatic Startup section. Click the Edit button.
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e Set Startup Behavior to Use specified settings and select Continue immediately if VMware

Tools starts
e Set Startup Delay to 0
e Set Shutdown Behavior to Use specified settings
e Set Shutdown Delay to 0

e Select Guest Shutdown

Virtual Machine VMware vCenter 5.

Startup/Shutdown settings

Startup Settings

After starting this virtual machine, continue starting other virtual machines
ving settings:

according to the follow

Use default

® Use specified settings

Startup delay: O

second(s)
¥l Continue immediately if VMware Tools starts.

Shutdown Settings

tual machine, continue stopping other virtual machines
ving settings:

After stopping this v
according to the follov

Use default

® Use specified settings

Shutdown delay: O second(s)

Perform shutdown action | Guest shutdown ¥

Click OK to apply the configuration.

The vCenter Web Client may not reflect these configuration changes immediately. Either click the
Refresh icon or different configuration group and return to the current setting.
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4.2.5 Mounting an NFS ISO Data Store

Use the following procedure to mount an NFS ISO data store:

1. Inthe main vSphere Web Client window, select Hosts and Clusters and select the host.

Select Storage—> New Datastore from the Actions drop-down menu.

The New Datastore window displays with the Type tab selected.

New Datastore

1Type Type

Specify datastore type.
VMFS
Create a VMFS datastore on a disk/LUN

® NFS

Create an NFS datastore on an NFS share over the network

CANCEL

Select NFs and click Next to proceed.
The Select NFS version tab displays.

Select the correct NFS version and click Next to proceed.
The Name and configuration tab displays.

Wirtual Volumes datastore on a storage container connected to a storage

NEXT

Enter the NFS exported folder path and the NFS server address in the Folder and Address fields,

respectively.

Since this an ISO data store, consider mounting it as read-only by checking the Mount NFS as

read-only checkbox.
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Click Next to proceed.
The Host accessibility tab displays.

Select the host that will use the new data store,

Select Next to proceed.
The Ready to complete tab displays.

New Datastore

+ 1Type Name and configuration
+ 2 Select NFS version Specify name and configuration.

3 Name and configuration

(@ If you plan to configure an existing datastore on new hosts in the datacenter, x
it is recommended to use the "Mount to additional hosts” action from the
datastore instead

NFS Share Details
Datastore name: Datastore

Folder:
E.g: fvols/volD/datastore-001
Server

E.g: nas, nasit.com or 192.168.0.1

Access Mode
Mount NFS as read-only

CANCEL BACK NEXT

Review the settings.

Click Finish to complete adding the NFS ISO data store.
This data store is now accessible as an installation source for virtual machine CD drives.
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Chapter 5.
BUILDING HORIZON 7

This chapter covers installing VMware Horizon 7, including:
Building Horizon 7
Registering the license
Registering a vCenter Server

Installing a Horizon View Composer Server

vV v v v VY

Registering a Horizon View Composer Server

5.1 INSTALLING HORIZON 7

The server on which you are installing Horizon View must meet the requirements listed in
“General Prerequisites” on page 20. As of the publication date of this manual the current
version of the View Connection Server is:

VMware-viewconnectionserver-x86_64-7.5.1-9122465.exe
Use the following procedure to install View 7.5:

2. Launch the installer to display the Welcome to the Installation Wizard window.
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4 ViMware Horizon 7 Connection Server -

Welcome to the Installation Wizard for
VMware Horizon 7 Connection Server

The installation wizard will install YMware Horizon 7 Connection
Server on your computer. To continue, dick Mext.

Copyright {c) 1998-2018 YMware, Inc. All rights reserved. This

VMware Horlzon™7 product is protected by U5, and international copyright and
0 intellectual property laws, VMware products are covered by

Connection one or more patents listed at

Server http: ffwww, vrmware. comfaofpatents.

Product version: 7.5.1-9122465 x64 « Back Mext = | | Cancel

Select Next to display the End User License Agreement window.
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=l Viware Horizon 7 Connection Server

License Agreement m
Please read the following license agreement carefully. ;_|_;
L)

VMWARE END USER LICENSE AGREEMENT

PLEASE NOTE THAT THE TERMS OF THIS END USER
LICENSE AGREEMENT SHALL GOVERN YOUR USE OF
THE SOFTWARE, REGARDLESS OF ANY TERMS THAT

MAY APPEAR DURING THE INSTALLATION OF THE
SOFTWARE.

(® I accept the terms in the license agreement

() I do not accept the terms in the license agreement

< Back ” Mext = | | Cancel

Check I accept the terms of the license agreement radio button to accept the agreement. Select
Next to continue.

i ViMware Horizon 7 Connection Server -

Destination Folder l_‘
Click Mext to install to this folder, or dick Change to install to a different folder. L_E

G Install VMware Horizon 7 Connection Server to:

C:\Program Files\WMware\WMware View\Server),
< Back || Mext = | | Cancel
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The Destination Folder window allows you to choose an install location and click Next.

Select View Standard Server with the Install HTML Access checkbox checked and IPv4 selected:

i VMware Horizon 7 Connection Server -

Installation Options

Select the type of Horizon 7 Connection Server instance you want to install.

Select the type of Horizon 7 Connection Server instance you want to install.

Horizon 7 Standard Server

Horizon 7 Replica Server Install HTML Access
Haorizon 7 Security Server
Horizon 7 Enrollment Server

Perform a standard full install. This is used to install a standalone instance of Horizon 7
Connection Server or the first instance of a group of servers.

Specify what IP protocol version shall be used to configure this Horizon 7 Connection Server

instance:
This server will be configured to choose the IPv4
IPvE protocol for establishing all connections.

< Back || Mext = | | Cancel

Select Next to continue.

The Data Recovery window displays.
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Data Recovery
Enter data recovery password details.

This password protects data backups of your Horizon 7 Connection Server. Recovering a backup
will require entry of this password.

Enter data recovery password: || [

Re-enter password: || rEsRERNES

Enter password reminder (optional):

Enter a password in the Enter data recovery password and Re-enter password fields,

Select Next to continue.
The Firewall Configuration window displays.
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i VMware Horizon 7 Connection Server

Firewall Configuration

Automatically configure the Windows Firewall to allow incoming TCP protocol
connections.

In order for Horizon 7 Connection Server to operate on a network, spedific incoming TCP
ports must be allowed through the local Windows Firewall service, The incoming TCP parts
for the Standard Server are 8009 (AJF13), 80 (HTTF), 443 (HTTPS), 4001 (IM5), 4002
{IM5-55L), 4100 (IMSIR), 4101 {IMSIR-S5L), 4172 (PColP), 8472 {Inter-pod API), and
8443 (HTML Access). UDP packets on port 4172 (PColP) are allowed through as well.

(®) Configure Windows Firewall automatically

() Do not configure Windows Firewall

CAUTION: TO PREVENT UNAUTHORIZED ACCESS, YOUR SELECTED ROOT PASSWORD SHOULD CON-
TAIN AT LEAST EIGHT (8) CHARACTERS AND CON- SIST OF A MIX OF LOWERCASE AND CAPITAL
LETTERS, DIGITS, AND SPECIAL CHARACTERS.

Check the Configure Windows Firewall automatically checkbox

Select Next to continue.
The Initial View Administrators window displays.
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il VIMware Horizon 7 Connection Server

Initial Horizon 7 Administrators

Spedfy the domain user or group for initial Horizon 7 administration.

To login to Horizon 7 Administrator, you will need to be authorized. Select the local
Administrators group option or enter the name of a domain user or group that will be initially
allowed to login and will be granted full admistrative rights.

The list of authorized administrator users and groups can be changed later in Horizon 7
Administrator,

() Authorize the local Administrators group

(®) Authorize a spedific domain user or domain group

|GRID \Administratar

(domainnameusername, domainnamegroupname or UPMN format)

< Back ” Mext = | | Cancel

Select either the local Administrators group or a specific domain user or group, as appropriate.

Select Next to continue.
The User Experience Improvement Program window displays
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i Viware Horizon 7 Connection Server

User Experience Improvement Program

Basic Customer Demographics

YMware's Customer Experience Improvement Program ("CEIP") provides YMware with information
that enables YMware to improve its products and services, to fix problems, and to advise you on
how best to deploy and use our products.

| Learn Mare |

Join the YMware Customer Experience Improvement Program

Select your organization industry type: | High Tech

v]
Select location of your organization's headgquarter: |Asia and Pacific Islands W |
Select approximate number of employees: | W |

| < Back ” Mext = | | Cancel |

Choose your option for the Participate anonymously in the user experience improvement program
checkbox.

Select Next to continue.
The Ready to Install the Program window displays.
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Ready to Install the Program
The wizard is ready to begin installation.

VMware Horizon 7 Connection Server will be installed in:

C:\Program Files\WMware \WMware View\Server',

Click Install to beqin the installation or Cancel to exit the wizard.

Select Install to complete the installation.

Select Finish when the Installer Completed window display.
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i VMware Horizon 7 Connection Server -

Installer Completed

The installer has successfully installed YMware Horizon 7
Connection Server. Click Finish to exit the wizard.

Next Steps:

Show the release notes

VMware Horlzon™7 WARNING: Due to limited memary available on this system, the
. Horizon 7 components have been configured to use reduced
Connection resources. Please refer to the Horizon 7 View administration

guides to determine how to correctly size this system.
Server

Product version: 7.5.1-9122465 ¥4 < Badk Cancel

Browse to the IP address or hostname of the server you installed on using https://<IP
address>/admin:

VMware Horizon"7
Administrator
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Registering the View License
Use the following procedure to register the View license:

3. Connect to the View web console.
The View Administrator page displays.

Select View Configuration= Product Licensing and Usage in the left pane.
The Licensing and Usage window displays.

VMware Horizon 7 Administrator

& | Licensing and Usage

Sessions o
Problem vCenter VMs. o Lis
Problem RDS Hosts 0
Events Q@0 Ao | Edit License... |
systeyHealth [ @ [ I
2 r0 License Key: Y1036-XXXXK-XKKKK-KKKKK-1932N
Inventory License expiration: Friday, August 3, 2018 12:00:00 AM PDT
& Dashbosrd Desktop license: Enabled
& Users and Groups Application Remoting license:  Enabled
» Catalog View Composer license: Enabled
v Resources e e
Farms Instant Clone license: Enable
51 Machines Help Desk license: Enabled
SePers et D e Session Collaboration license: ~ Enabled
» Monitoring
+ policies Usage Model: Concurrent User
¥ View Configuration
Servers
Usage

Instant Clone Domain Admins

Product Licensing and Usage [ Reses righest Count | | Reset Named Users Count E

Global Settings

Registered Machines Session Mode Current Highest
Administrators Total Concurrent Connections 0 1
ThinApp Configuration

Total Named Users 2 N/A

Cloud Pod Architecture
Detailed Connection Breakdown

Event Configuration
Total Remote:
Active - full virtual machines
Active - linked clone
Active - other machine sources
Active - applications

Active - collaboration sessions

Active - total collaborators

Select Edit License.
The Edit License popup displays.

Edit License

License serial number: *

Cancel |

Enter your license key in the License serial number field
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Click OK to decode and apply the license.

n You must obtain the license from the VMware Beta site where you downloaded the software.

Verify that the license is enabled by looking for the Enabled messages in the Licensing area of
the Licensing and Usage window.
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5.2 REGISTERING VCENTER SERVER

Use the following procedure to register a vCenter server:

4. Select Horizon Configuration—> Servers in the left pane of the Horizon Administrator page to
display the Servers window.

VMware Horizon View Administrator

Sessions

Problem vCenter VMs
Problem RDS Hosts
Events )
System Heath [l @

Inventory

[ (R Dashboard
| & Users and Groups
» Catalog

| ¥ Resources
@R rarms
(31 Machines
& Persistent Disks
» Monitoring
» Policies
¥ View Configuration

cocoo &)

Product Licensing and Usage

Global Settings
Registered Machines
Administrators
ThinApp Configuration

Event Configuration

Servers

vCenter Servers Security Servers
Add...

vCenter Server

Connection Servers

Select Add... to register a new vCenter server.
The Add vCenter Server popup displays with the VC Information tab selected.

Add wCenter Server

VM Disk Space Recla...

About | Help Logout (administrator)

&

View Storage Accelera... Provisioning

Add vCenter Server
VC Information

wCenter Server Information

vCenter Server Settings

Server address:

wc.grid.com

User name:

administrator@vsphere.local

Password:

Description:

Port:

Advanced Settings

e —

vCenter 6.7

443

Specify the concurrent operation limits.

Max concurrent vCenter
provisioning operations:

Max concurrent power
operations:

Max concurrent View Composer
maintenance operations:

Max concurrent View Composer
provisioning operations:

Max concurrent Instant Clone

20

50

20

vCenter Server Settings w

Befare you add vCenter Server to
View, install a valid SSL certificate
signed by a trusted CA. In a test
environment, you can use the default,
self-signed certificate that is installed
with vCenter Server, but you must
accept the certificate thumbprint.

Provide the vCenter Server FQDN or
IP address, user name, and password.

Concurrent Operations Limits

Max concurrent vCenter provisioning
operations: the maximum number of
concurrent VM cloning and deletion
operations on this vCenter server (full
clones).

Max concurrent power operations: the
maximum number of concurrent VM
power-on, power-off, reset, and
configuration operations (full clones
and linked clones).

Max concurrent View Composer
maintenance operations: the
maximum number of concurrent View 0

[ Next > | Cancel |
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Enter the vCenter server address and vCenter (not local desktop) user credentials in the
appropriate fields.

Select Next to display the View Composer Settings tab.
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Select Do not use View Composer and

Select Next to display the Storage tab.

Alternatively, if you wish to use View Composer and have already configured your environment to

support Horizon Composer, then select View Composer co-installed with vCenter Server and click
Next. Continue performing the Horizon Composer setup.

Accept the default storage settings.

Select Next to display the Ready to Complete window.

Click Finish.

The vCenter server is now added and will display in the View configuration.

VMware Horizon 7 Administrator

Horizon Console | About | Help | Logout (administrator)
Updasted 8/2/2018 12:08 AM & Servers
Sessions 0 vCenter Servers Security Servers Connection Servers
Problem vCenter VMs 0
Problem RDS Hosts 0 _— i
Events © o Ao | Add... J b <&
System Health [l @ (=
111 0 vCenter Server WM Disk Space Reclam... View Storage Accelerator Provisioning
@vc‘grid.cnm(administratnr@vsphere.\ocal) v L4 v
Inventory
£ Dashboard

&8 users and Groups
» Catalog

5.3 INSTALLING VIEW COMPOSER SERVER

The server on which you are installing View must meet the requirements listed in “General
Prerequisites” on page 20. You will also need access to a SQL server. For the purposes of our
POC/trial, we installed SQL Express 2012 on a separate Windows Server 2012R2 guest on our
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management cluster. As of the publication date of this manual the current version of the
View Composer Server is:

VMware-viewcomposer-7.5.1-8971623.exe

The purpose of the Composer Server is to create Linked Clones, the requirements are:
» 1 Microsoft Windows Server 2012R2 servers for Horizon View Composer

» 1 Microsoft Windows Server 2012R2 servers for SQL 2012

Use the following procedure to install View Composer 7.5:

i VMware Horizon 7 Composer = |2

Welcome to the installer for VMware Horizon
7 Composer

Vi

1% VMware Horizon 7 Composer Installer Infor... --EE"Er

YMware Horizon 7 Composer requires \MET 4.6, Please
install this prerequisite before running the installer.

Horizon 7 Composer requires .NET 4.6 to run

Check the box next to | have read and accept the license terms and click Install.
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NET Framework 4.6.2 Setup
Please accept the license terms to continue, NET

MICROSOFT SOFTWARE SUPPLEMENTAL LICENSE TERMS

.HET FRAMEWORK AND ASSOCIATED LANGUAGE PACKS FOR
MICROSOFT WINDOWS OPERATING 5YSTEM

Microsoft Corporation (or based on where you live, one of its
affiliates) licenses this supplement to you. If you are licensed to use
Microsoft Windows operating system software (the "software™), you
may use this supplement. You may not use it if you do not havea |,

[] I have read and accept the Iicege terms. II'
Download size estimate: 66 MB

Download time estimates: DialUp: 161 minutes
Broadband: 11 minutes

Far data collection information, read the Microsoft Privacy Statement.

| Install || Cancel

The VMware Horizon View Composer installer begins, click Next.

Welcome to the Installation Wizard for
VMware Horizon 7 Composer

The installation wizard will install YMware Horizon 7 Composer
on your computer. To continue, dick Next.

VMware Horizon™7

Copyright © 1998-2018 YMware, Inc, All rights reserved. This

Combposer product is protected by U.5. and international copyright and
P intellectual property laws, ¥YMware products are covered by

one or more patents listed at

EIPCalF http: f . vmware. com/go fpatents.

= Microsoft NET 2015 \;li-

13! VMware Horizon 7 Composer -

< Back | Mext = | | Cancel

Building Horizon 7
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Check I accept the terms of the license agreement radio button to accept the agreement. Select
Next to continue.

iz Viware Horizon 7 Compaoser

License Agreement

Flease read the following license agreement carefully.

VMWARE END USER LICENSE AGREEMENT ~

PLEASE NOTE THAT THE TERMS OF THIS END USER
LICENSE AGREEMENT SHALL GOVERN YOUR USE OF
THE SOFTWARE, REGARDLESS OF ANY TERMS THAT

MAY APPEAR DURING THE INSTALLATION OF THE
SOFTWARE.

(®) 1 accept the terms in the license agreement

()1 do not accept the terms in the licenze agreement

Installshield

< Back || Mext = | | Cancel

The Destination Folder window displays, choose an install location and click Next.

i VMware Horizon 7 Compaoser

Destination Folder
Click Mext to install to this folder, or dick Change to install to a different folder.

G Install YMware Horizon 7 Composer to:

C:\Program Files (x86) \WMware\VMware View Composer

Installshield

< Back || Mext = | | Cancel
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Next set up a connection to a SQL server. Click the ODBC DSN Setup... button.

Database Information

Enter additional database configuration information.

Enter the Data Source Name (DSN) for the YMware Horizon 7 Composer database. To setup
the D5M dick the ODBEC Setup button,

ODBC DSM Setup...

Enter the username that you entered in the ODBC Data Source Administrator.

Enter the password for this database connection.

InztallShield

Click the Add... button.

User DSN | System DSN | File DSN | Drivers | Tracing | Connection Pooling | About |
System Data Sources:
Mame Platform Driver

Bemove

Configure...

An ODBC System data source stores information about how to connect to the indicated data provider.
g A System data source is visible to all users on this machine, including NT services.
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You may need to download and install the SQL Server Native Client.

&« & http://msdn.microsoft.com/en-us/librar, £ ~ & || ]

' Developer's Guide (Database Engine)
t SQL Server Native Client Programming
4 Building Applications with SQL
Server Native Client

Installing SQL Server Native
Client
Compenents of SQL Server
Native Client
Using Connection String
Keywords with SQL Server Native
Client
Using the SQL Server Native
Client Header and Library Files
Updating an Application to SQL
Server Native Client from MDAC
Updating an Application from
5QL Server 2005 Native Client
Using ADO with SQL Server
Native Client
Support Policies for SQL Server
Native Client
Connecting to a Azure SQL
Database Using SQL Server
Native Client

4See Also

Concepts

Installing SOL Server Native Client
Other Resources

Installation How-to Topics

Community Additions spp

SQL Server Native Client for SQL Server 2014

There is no SQL Server Native Client for SQL Server 2014: http://msdn.microsoft.com/en-us/library/cc280510.aspx. Use SC
SP1: http//www.microsoft.com/en-us/download/details.aspx?id=35580

@ Carl Rabeler-Getty
o £/5/2014

SQLNCLIT1 download link

http://go.microsoft.com/fwli

Accept any security warnings after you down and begin install.

Do you want to run this file?

From: Ch\Users\wvadi

Name: ChUsers\wadmin\Downloads\sglncli.msi

Publisher: Microsoft Corporation
Type: Windows Installer Package

A load<\call

[#] Always ask before opening this file

Run | | Cancel

While files from the Internet can be useful, this file type can potentially

What's the risk?

harm your ¢ Only run

from publishers you trust.

Follow all the defaults to install.
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Welcome to the Installation Wizard for SQL Server
2012 Native Client

Setup helps you install, modify or remove SQL Server 2012 Mative
Client . To continue, dick Next,

WARNMING: This program is protected by copyright law and
international treaties.

License Agreement

Please read the following license agreement carefully.

MICROSOFT SOFTWARE LICENSE TERMS

MICROSOFT SQL SERVER 2012 NATIVE CLIENT

These license terms are an agreement between Microsoft Corporation (or
based on where you live, one of its affiliates) and you. Please read them.
They apply to the software named above, which includes the media on which
you received it, if any. The terms also apply to any Microsoft

s updates,

(®) [ accept the terms in the license agreement
() I do not accept the terms in the license agreement

Accept defaults and click Next:
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Feature Selection

Select the program features you would like to install,

Click an icon in the following list to change how a feature is installed.

Feature description

Client Components } )
SQL Server Native Client SOK g{m’tﬂ’& SQL Server Native
len

Installation path

Browse...

Disk Cost...

Click Install:

Ready to Install the Program
Setup is ready to beain installation.

Click Install to begin the installation.

If you want to review or change any of your installation settings, dick Back. Click Cancel to
exit Setup.

Once install is complete, click Finish:
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Completing the SQL Server 2012 Native Client
installation

| Setup has installed SQL Server 2012 Native Client successfully. Click
Finish to exit.

| | Cancel

Return to (or restart) the ODBC DSN Setup for View Composer. Select the SQL Native Client 11
in the Create New Data Source wizard and click Finish.

Select a driver for which you want to set up a data source.

Name Version Com)
SQL Server 6.03.5600.17415  Micr
TR EEVE e ] 2011.110.2100.60  Micr

Name your New Data Source and locate the correct SQL server you want to connect. Click
Next to continue
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This wizard will help you creaste an ODBC data source that you can use to connect to
SQL Server.

What name do you want to use to refer to the data source?

MName: @

How do you want to describe the data source?
Description: |

Which SQL Server do you want to connect to?
Server: |composer

Enter the SQL account credentials (no Windows accounts) and click Next. For
remote SQL databases, only SQL accounts will work. The SQL account must
be db_owner of the database.

How should SQL Server verify the authenticity of the login 107
e (O With Integrated Windows authentication.
SOL serveraz

SEM (Optional);

® With SQL Server authertication using a login |0 and password entered by the
user

Login 1D |sa

Password: |nnonu

Select Change the default name to: and name your database for the View Composer. Click
Next to continue.
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[ Change the default database to
|vcdb
Mirror server:

SPN for mimor server (Optional):

[] Attach database filename:

[#] Use ANSI quated identifiers.
[ Use AMSI nulls, paddings and wamings.
Application intent:
[READWRITE
[ Multi-subnet failover.

Click Finish to continue.

| English

[ Use strong encryption for data
[w] Perform translation for character data
[[] Use regional settings when outputting cumency, numbers, dates and times.

[] Save long running queries to the log file:

|C:\Users\ADMINI~1.GRI'\AppData®Local\Temp QL | e
Lrg e il 0

[ Log ODBC driver statistics to the log file:

|C:\Users\ADMINI~1.GRI'\AppData®Local\ Temp\ST | Browse...

Review your configuration and click on Test Data Source...
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ODBC Microsoft SQL Server Setup -

Anew ODBC data source will be created with the following corfiguration:

Microsoft SQL Server Native Client Version 11.00.5058 ~

Data Source Mame: sql

Data Source Description:

Server: composer

Use Integrated Securty: Mo
Database: vodb

Language: (Default)

Data Encryption: Mo

Trust Server Cerificate: No

Multiple Active Result Sets{(MARS): Mo
Mirror Server:

Translate Character Data: Yes

Log Long Running Gueres: No

Log Driver Statistics: Mo

|Use Regional Settings: Mo

IUse ANSI Quoted |dentifiers: Yes

Use ANSI Mull, Paddings and Wamings: Yes

Test Data Source... | | OK | | Cancel

If all is good, you will get a successful configuration. If not, go back and review your
settings.

Return to the View Composer installation and enter the database name, SQL Admin
account name and Password to complete installation. Select Next to continue.
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Database Information

Enter additional database configuration information.

Enter the Data Source Mame (DSN) for the VMware Horizon 7 Composer database. To setup
the DSM dick the ODBC Setup button.

Eall ODBC DSM Setup. ..

Enter the username that you entered in the ODBC Data Source Administrator,

|sa

Enter the password for this database connection.

ek

InstallShield

VMware Horizon 7 Composer Port Settings
Enter the connection information for the YMware Horizon 7 Composer.,

Specify the web access port and security settings for VMware Horizon 7 Compaser.

SOAP Port: 18443

S5L Certificate:  (8) Create default SSL certificate
() Use an existing 55L certificate

Installshield

Select Install to continue.
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Ready to Install the Program

The wizard is ready to begin installation.

YMware Horizon 7 Composer will be installed in:
C:\Program Files (x8a)\WMware\WMware View Composer',

If you want to review or change any of your installation settings, dick Back. Clidk Install to
begin the installation or Cancel to exit the wizard.

InstallShield

< Back || Install ] | Cancel

The install completes, click Finish:

i VMware Horizon 7 Compaoser

Installer Completed

The installer has successfully installed VMware Horizon 7
Compaoser, Click Finish to exit the wizard.

VMware Horizon™7

Composer

EIPCalF

Cancel

Building Horizon 7
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A full system reboot is required. Click Yes to complete the install and reboot the server.

13! VMware Horizon 7 Composer Installer Infor... | x

@B 'fou must restart your system for the configuration
'.M J.-' changes made to VMware Horizon 7 Composer to take
— effect. Click Yes to restart now or Mo if you plan to restart
later.

Once the server is back up, move on to register Composer to Horizon. (It may take a few
minutes for all the services to start up, so be patient.)

5.4 REGISTERING VIEW COMPOSER SERVER

1. Login to View Server to register the View Composer Server.

Select Servers under the View Configuration submenu in the left-hand window. Select Edit
in the center window to add a View Composer to an existing vCenter Server or Add to add a
new vCenter Server with a View Composer.
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Sessions 0
Problem vCenter VMs 0
Problem RDS Hosts 0
Events ©® o Ao
System Health [ @ [
110

Inventory

2 Dashboard
% Users and Groups
» Catalog
¥ Resources
@ Farms
3 Machines
(2 persistent Disks
» Monitoring
» Policies
v View Configuration

Instant Clone Domain Admins
Product Licensing and Usage
Global Settings

Registered Machines
Administrators

ThinApp Cenfiguration

Cloud Pod Architecture

Event Configuration

Senvers

vCenter Servers | Security Servers  Connection Servers

Horizon Console jout  (administrator)

Building Horizon 7

wCenter Server

(@ ve.grid.com(administrator@vsphere Jocal)

E @
VM Disk Space Reclam... | View Storage Accelerator Provisioning
v v v

2. Enter the vCenter Server address, administrator account and password. Customize the
configuration with the advanced settings if needed.

Add vCenter Server

Add vCenter Server
VC Information

vCenter Server Information

vCenter Server Settings

Server address: ve.grid.com

User name: administrator@vsphere.local
Password: E—

Description: vCenter 6.7

Port: 443

Advanced Settings

Specify the concurrent operation limits.

Max concurrent vCenter

PP . 20
provisioning operations:
Max concurrent power S0
operations:
Max concurrent View Composer 2
maintenance operations:
Max concurrent View Composer P
pravisioning operations:
Max concurrent Instant Clone 20

vCenter Server Settings

Before you add vCenter Server to
View, install a valid SSL certificate
signed by a trusted CA. In a test
environment, you can use the default,
self-signed certificate that is installed
with vCenter Server, but you must
accept the certificate thumbprint.

Provide the vCenter Server FQDN or
IP address, user name, and password.

Concurrent Operations Limits

Max concurrent vCenter provisioning
operations: the maximum number of
concurrent VM cloning and deletion
operations on this vCenter server (full
clones).

Max cencurrent power operations: the
maximum number of concurrent VM
power-on, power-off, reset, and
configuration operations (full clones
and linked clones).

Max concurrent View Composer
maintenance operations: the
maximum number of concurrent View

| Next > || cancel |

3. View the Invalid Certificate Detected by selecting View Certificate.
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Invalid Certificate Detected

8/2/2018 12:27 AM

The identity of the specified vCenter Server cannot be
verified for the following reasons:

A\ Server's certificate is not trusted.
A\ Server's certificate cannot be checked.

VMware recommends the use of certificates signed by a
trusted Certification Authority.

| view Certificate... || cancel

4. Select Accept to continue.

Certificate Information

5. In this example, we used a standalone View Composer Server. Enter the server
address, user account name and password. (If you co-installed with vCenter Server,
select the View Composer co-installed option.)
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Add vCenter Server

View Composer

VC Information View Composer Settings

View Composer
View Composer Domains (@]

O

@®

Do not use View Composer
View Composer co-installed with vCenter Server

Choose this if

Composer is installed on the same server as vCenter

Standalone View Composer Server

Choose this if

Server address: | composer.grid.com|
User name: administrator@grid.com
Password: | sesssse

Port: 18443

Composer is installed on a separate server from vCenter

View Composer Settings

View Composer can be installed on
the vCenter Server host or a
standalone host.

Before you add View Composer to
View, install a valid SSL certificate
signed by a trusted CA. In a test
environment, you can use the
default, self-signed certificate that
is installed with View Composer,
but you must accept the certificate
thumbprint.

: < Back || Next > || Cancel |

6. View the Invalid Certificate detected by selecting View Certificate.

Invalid Certificate Detected

8/2/2018 12:31 AM

The identity of the specified View Composer Server cannot be
verified for the following reasons:

A\ Server's certificate subject name does not match the

A\ Server's certificate is not trusted.

VMware recommends the use of certificates signed by a
trusted Certification Authority.

[ View Certificate... || Cancel |

7. Accept the Certificate by selecting Accept.
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Issued to:

Issued by:

from:

Subject:

Issuer:

Serial Number:

Version:
Signature Algorithm:
Public Key Algorithm:

Public Key:

COMPOSER
COMPOSER
8/1/18 11:43 PM to 8/1/20 11:43 PM

c=us

0=VMware Inc.

QU=VYMware Inc.

CN=COMPOSER
EMAILADDRESS=support@vmware.com

0O=VMware Inc

OU=VMware Inc.

CN=COMPOSER
EMAILADDRESS=support@vmware.com

2c 3¢ 2f d1 d6 6d 62 92 47 06 19 96 7a ca dO

24

3
SHA256withRSA
RSA

30 82 01 22 30 0d 06 09 2a 86 48 86 7 0d 01 01 01 0500 03 8201 0
82 01 03 02 82 01 01 00 bf 2c 08 ce 85 4¢ 7e cf cd 91 b7 d7 ae Oe 1d
10 2¢ Oe ¢5 26 16 d0 b1 27 df 9c 80 3f 6¢ 2c d4 76 22 38 9e ¢B 01 95
32 2f d8 ac 88 3d &9 4¢ ae 33 45 00 a& 68 61 5a 1 14 89 94 30 53 b0,
69 31 de 6e 3f 00 a9 a2 31 bl 7¢ 77 06 11 &7 98 d2 5b ¢4 65 1f 6b b7
£0FE 77 nn A 17 4F 74 S AS S0 0 27 NF A3 5N AN NEAD AN A OF 6T

Building Horizon 7

8. Select next to continue after viewing the View Composer Domains created.

Add vCenter Server

Add vCenter Server
VC Information
View Composer
View Composer Domains

View Composer Domains
View Composer Domains
Add...

Domains

grid.com

Administrator

View Composer Domains

5 computer

s for linked-clone machines
D domains configured here.
w Composer user accounts
for the domains must have Create
Computer Objects, Delete
Computer Objects, and Write All
Properties permissions in the
domains.

When you create a linked-clone
desktop pool, you select a domain
from this list to store the computer
accounts.

< Back Next > Cancel

9. Select View Storage Settings. Check Reclaim VM disk space, Enable View Storage
Accelerator and set the Default host cache size. You can customize the Cache Sizes of
each ESXi host at this point if needed by selecting Edit cache size. When ready click
Next to continue.
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Add vCenter Server
VC Information
View Composer
Storage

Storage

Storage Settings

[¥] Reclaim vM disk space

[] Enable View Storage Accelerator

Default host cache size: [1024

Cache must be bef

Hosts
[] Show all hosts
| |

Host

en 100 MB and 2048 MB

Storage Settings

ESXi hosts can be configured to
cache virtual machine disk data,
which improves performance
during IO storms such as when
many machines power on and run
anti-virus scans at once. Hosts
read common data blocks from
cache instead of reading the 0S
from disk.

By reducing IOPS during boot
storms, View Storage Accelerator
lowers the demand on the storage
array and uses less storage I/0

Cache Size bandwidth.

Disk Space Reclamation

with vSphere 5.x, virtual machines
can be configured to use a space
efficient disk format that supports
reclamation of unused disk space
(such as deleted files). This option
reclaims unused disk space on
each virtual machine. The
operation is initiated when an
estimate of used disk space
exceeds the specified threshold.

| <Back || mext> || cancel

10. Review your configuration and select Finish.

Add vCenter Server

Add vCenter Server
VC Information
View Composer
View Composer Domains
Storage
Ready to Complete

Ready to Complete

vCenter Server

User name

Password

Description

Server Port

Max Provision

Max Power

Max View Composer Operations
Max View Composer Provision
Max Instant Clone Engine Provision
View Composer State

View Composer Address

View Composer Password

View Composer User Name
View Composer Port

Enable View Storage Accelerator
Default host cache size:

VM Disk Space Reclamation

192.168.1.103

administrator@vsphere.local

443

20

50

12

8

20

Standalone View Composer Server

composer.grid.com

grid\administrator

18443

<Back || Finish | [ cancel

11. Verify your vCenter Server with View Composer is ready to go.
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VMware Horizon 7 Administrator Horizon Console | About | Help | Logowt (administrator)

Sessions
Problem vCenter V1S
Problem RDS Hosts
Events 0
Systam Health [ W =
11

vCanter Servars | Security Servers  Connection Servers

Add... Edt... Remave | | Disabile Provsoning... - @

cgeocc @

“Center Server VM Disk Space Reclam... View Storage Accelerstor  Provaiening
(2 152.168.1.103 administrator @ vsphere Jocal) v v v
Inventory

Jp—

& users and Grouns
» Catalog

¥ Resources

[ Form=

Instant Clone Domain Admins
reduct Licznzing snd Ussze

5.5 INSTALLING THE HORIZON CLIENT

Before connecting to a virtual desktop over a Blast/PColP connection, a VMware
Horizon Client will need to be installed onto a desktop or device the virtual
desktop will be accessed from.

1. While logged into the physical device open an internet browser. Navigate to the
Horizon View Connection Server URL installed earlier in this section. Click on
Install VMware Horizon Client.

VMware Horizon

2. The Download VMware Horizon Clients page will open. Locate the download for
the correct OS and click on Go to Downloads on the right-hand side.
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QUS login> Tainng Communy Store 18774869273

& Product Res <
ey Download VMware Horizon Clients e

SUPPORT Select Version: )

and Android allow you to connect
40 v oeth

CECHSTOS S  Drivers & Tools  OpenSource  Custom 1SOs

v VMware Horizon Client for Windows

VMware Horiz
B v VMware Horizon Client for Windows 10 UWP
Vhware H UWP for ARM-based davice 18.05-29
Mware H for W 90 UWP for x86 48 64t
v VMwaro Horizon Cliont for Mac
Hoezon Clent 2018052

v VMware Horizon Cliont for Linux

Download VMware Horizon Client for [
Wlndows Product Info

Documentation

Product Resources

e Horizon Mobile Client Privacy
Select Version Horizon Community

Description WMware Horizon Client for Windows for x86-based & 64-bit devices
Documentation Release Notes
Release Date 2018-05-29

Type Product Binaries

Product Downloads Drivers & Tools Open Source Custom ISOs @
Product/Details

VMware Horizon Client for Windows

File size: 233.23 MB Download

File type: exe file

Read More

information about MD5 checksums and SHAT checksums and SHA256 checksums

4. Locate the downloaded installer program and double click to begin installation.
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=1 Application Tools
Home Share View Manage

e e

7 Quick access

Titems  1item selected 233 MB

Name Date modified

2/13/2018 1:08 AM

I Desktoy »

i 3/16/2018 1:48 AM
¥ Downloads # [ VMware-viewcomposer-7.5.0-8463271 8/1/2018%:16 PM
Documents  # 24 yiware-viewconnectionserver-x36_64-7.5.0-8583563 8/1/201811:47 PM
] Pietr=s # [ YMware-viewcomposer-7.4.0-731255 8/4/2018 6:40 PM
P . # 8 VMware-viewconnectionserver-x6_64-7.4,0-7} Filedescription: Viiware installation launcher Je.41 pw

= Company: Vhware, Inc.
+ @ YMware-Horizon-Client-4,8.0-8547331 File version: 11.0.0485 03 PM
Dote created: 8/4/2018 6:40 PM
Size: 31.8 MB
G OneDrive
[ This PC
¥ Network

Type
File folder

File folder

Application
Application
Application
Application
Application

X
L

~ & | Search BaiduNetdiskDownload @

Size

32,574 KB
238,643 KB
32,566 KB
237409 KB
238,826 KB

T T TT  mEmENT

5. Click Agr;e & Install to continue installation.

VMware Horizon®

Version 4.8.0

You must agree to the Privacy Agreement and License Terms before you can install the product

Agree & Install

Customize Installation

6. Click Finish to complete installation.

Success!
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7. Reboot Physical Desktop.

configuraticn changes made to Vivlware
Haorizen Client to take effect.

@ You must restart your system for the

Restart Now

Restart Later

8. After reboot, log back in to see Horizon View Client installed.
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Chapter 6.
NVIDIA VGPU MANAGER VIB INSTALLATION

This chapter discusses the following NVIDIA vGPU Manager VIB installation topics:

» Step-by-step guide to downloading and preparing the VIB file for installation on the host.
e VIB file upload using either vSphere Web Client
e MobaXterm (see Chapter 13, Using MobaXterm, on page 264)
e WinSCP (see Chapter 14, Using WINSCP), on page 270)

» Installing the VIB.

» Updating the VIB.

» Uninstalling the VIB.

6.1 PREPARING THE VIB FOR INSTALL

Use the following procedure to prepare the VIB file:
1. Download the archive containing the VIB file.

Extract the contents of the archive to a folder. The file ending with VIB is the file that you
must copy to the host data store for installation.
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6.1.1 Uploading VIB in vSphere

This section describes how to upload a .VIB file to the host using the vSphere Web Client. See
Chapter 13, Using MobaXterm, on page 264 if you are using MobaXterm or Chapter 14, Using
WINSCP, on page 270 if you are using WinSCP.

To upload the file to the data store using vSphere Web Client:
2. Click the Related Objects tab for the desired server
3. Select Datastores.

Either right click the data store and then select Browse Files or click the icon in the toolbar. The
Datastore Browser window displays.

Gefting Started Summary Monitor Manage | Related Objects

;Vinual Machines | Datastores Networksj

8 4 Q@ @ B | GAcons~
Name 1 a|Status Type

3 datasto™ T VMFS5
' 5§ Actions - datastore1 :

gy Register VM...
Browse Files

Click the New Folder icon.
The Create a new folder window displays.

Name the new folder vib and then click Create.

Create a new folder

Enter a name for the new folder:

vib

Create Cancel
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Select the vib folder in the Datastore Browser window.

Click the Upload icon.

-

Datastore Browser - [datastore1] vib X

Q ch‘oj

w (3 datastore1 Name Size Modified Type Path

» £3.sdd.sf This listis empty.

» CJVDGA-001
» CJWin7-001
» CJvmkdump
» EJW7vGPU-001
» EJW7vGPU-002

i vib

The Client Integration Access Control window displays.

Select Allow.
The .VIB file is uploaded to the data store on the host.

If you do not click Allow before the timer runs out, then further attempts to upload a file will
silently fail. If this happens, exit and restart vSphere Web Client., Repeat this procedure and be sure
to click Allow before the timer runs out.

6.2 INSTALLING THE VIB

The NVIDIA Virtual GPU Manager runs on the ESXi host. It is provided in the following formats:

e Asa VIB file, which must be copied to the ESXi host and then installed

e As an offline bundle that you can import manually as explained in Import Patches
Manually in the VMware vSphere documentation

CAUTION: NVIDIA Virtual GPU Manager and Guest VM drivers must be matched from the same main
driver branch. If you update vGPU Manager to a release from another driver branch, guest VMs will
boot with vGPU disabled until their guest vGPU driver is updated to match the vGPU Manager
version. Consult Virtual GPU Software for VMware vSphere Release Notes for further details..
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To install the vGPU Manager VIB you need to access the ESXi host via the ESXi Shell or SSH.
Refer to VMware’s documentation on how to enable ESXi Shell or SSH for an ESXi host.

Before proceeding with the vGPU Manager installation make sure that all VMs are
powered off and the ESXi host is placed in maintenance mode. Refer to VMware’s
documentation on how to place an ESXi host in maintenance mode.

Place the host into Maintenance mode by right-clicking it and then selecting Maintenance
Mode~> Enter Maintenance Mode.

vmware ESXi
["E’ Navigator (5] ] ‘@_-‘

T g Host [‘wer | 3 Create/Register VM | Shut down  [B Reboot | (¥ Refresh | £} Actions
Monitor 41 Create/Register VM
r2ion: 6.7.0 (Build 3169922)
(51 Virtual Machines Shut down ate Mormal (not connected to any vCenter Server)
B storage [ Reboot ftime: 0 days
€ Networking
e Services
2 Enter maintenance mode
[El; Lockdown mode Put s hastynte mamntenanse mpds ,Ile. This license will expire in 59 days.
&, Permissions 4
i3 Generate support bundle ~ Configuration
E Get SSH for Chrome Supermicro Image profile
Model SY5-2028GR-TRT vSphere HA stg
+ @ crPu 16 CPUs x Intel(R) Xeon{R) CPU E5-2667 v4 @ 3.20GHz » vMotion
H il [Memory 255.89 GB [ re————

Alternatively, you can place the host into Maintenance mode using the command prompt by
entering

S esxcli system maintenanceMode set -- enable=true

This command will not return a response. Making this change using the command prompt will not
refresh the vSphere Web Client Ul. Click the Refresh icon in the upper right corner of the vSphere
Web Client window.
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CAUTION: PLACING THE HOST INTO MAINTENANCE MODE DISABLES ANY VCENTER APPLIANCE
RUNNING ON THIS HOST UNTIL YOU EXIT MAINTENANCE MODE AND THEN RESTART THAT
VCENTER APPLIANCE.

Click oK to confirm your selection.

1. Use the esxcli command to install the vGPU Manager package:

[root@esxi:~] esxcli software vib install -v directory/NVIDIA-vGPU-

VMware_ESXi_6.0_Host_Driver_390.72-10EM.600.0.0.2159203.vib

Installation Result Message: Operation finished
successfully.

Reboot Required: false

VIBs Installed: NVIDIA-vGPU-

VMware_ESXi_6.0_Host_Driver_390.72-10EM.600.0.0.2159203 VIBs
Removed:

VIBs Skipped:

directory is the absolute path to the directory that contains the VIB file. You must specify
the absolute path even if the VIB file is in the current working directory.

Reboot the ESXi host and remove it from maintenance mode.
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Although the display states “Reboot Required: false”, a reboot is necessary for the vib to load
and xorg to start.

From the vSphere Web Client, exit Maintenance Mode by right-clicking the host and selecting
Exit Maintenance Mode.

Alternatively, you may exit from Maintenance mode via the command prompt by entering:
$ esxcli system maintenanceMode set -- enable=false

This command will not return a response.

Making this change via the command prompt will not refresh the vSphere Web Client Ul. Click the
Refresh icon in the upper right corner of the vSphere Web Client window.

Reboot the host from the vSphere Web Client by right-clicking the host and then selecting
Reboot.

You can reboot the host by entering the following at the command prompt:
S reboot

This command will not return a response. The Reboot Host window displays.

When rebooting from the vSphere Web Client, enter a descriptive reason for the reboot in
the Log a reason for this reboot operation field, and then click OK to proceed.
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6.3 UPDATING THE VIB

Update the vGPU Manager VIB package if you want to install a new version of NVIDIA Virtual

GPU Manager on a system where an existing version is already installed.

To update the vGPU Manager VIB you need to access the ESXi host via the ESXi Shell or SSH.
Refer to VMware’s documentation on how to enable ESXi Shell or SSH for an ESXi host.

Before proceeding with the vGPU Manager update, make sure that all VMs are powered off
and the ESXi host is placed in maintenance mode. Refer to VMware’s documentation on how

to place an ESXi host in maintenance mode

1. Use the esxcli command to update the vGPU Manager package:

[root@esxi:~] esxcli software vib update -v directory/NVIDIA-vGPU-

VMware_ESXi_6.0_Host_Driver_390.72-10EM.600.0.0.2159203.vib

Installation Result Message: Operation finished
successfully.

Reboot Required: false

VIBs Installed: NVIDIA-vGPU-

VMware_ESXi_6.0_Host_Driver_390.72-10EM.600.0.0.2159203

VIBs Removed: NVIDIA-vGPU-

VMware_ESXi_6.0_Host_Driver_390.57-10EM.600.0.0.2159203 VIBs
Skipped:

directory is the path to the directory that contains the VIB file.
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2. Reboot the ESXi host and remove it from maintenance mode.

6.4 VERIFYING THE INSTALLATION OF THE VIB

After the ESXi host has rebooted, verify the installation of the NVIDIA vGPU software package
for vSphere.

1. Verify that the NVIDIA vGPU software package installed and loaded correctly by checking for
the NVIDIA kernel driver in the list of kernel loaded modules.

[root@esxi:~] vmkload_mod -l | grep nvidia nvidia 5
8420

2. If the NVIDIA driver is not listed in the output, check dmesg for any load-time errors
reported by the driver.

3. Verify that the NVIDIA kernel driver can successfully communicate with the
NVIDIA physical GPUs in your system by running the nvidia-smi command.

The nvidia-smi command is described in more detail in NVIDIA System Management
Interface nvidia-smi.

Running the nvidia-smi command should produce a listing of the GPUs in your platform.

[root@esxi:~] nvidia-smi

FriJul 20 17:56:22 2018

| NVIDIA-SMI390.72 Driver Version: 390.75 |
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+

+
+

| GPU Name

| Fan Temp Perf Pwr:Usage/Cap|

Persistence-M| Bus-Id

Disp.A | Volatile Uncorr. ECC |

Memory-Usage | GPU-Util Compute M. |

| 0 Tesla M60 On | 0000:85:00.0 Off | Off |

| N/A 23C P8 23W/150W |

| 1 Tesla M60 On | 0000:86:00.0 Off | Off |

| N/A 29C P8 23W/150W |

| 2 Tesla P40 On | 0000:87:00.0 Off | Off |

| N/A 21C P8 18W /250W |

13MiB/ 8191MiB | 0% Default |
13MiB/ 8191MiB | 0% Default |
53MiB/24575MiB | 0% Default |

| Processes:

| GPU PID Type Process name

GPU Memory |

Usage |

| No running processes found
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If nvidia-smi fails to report the expected output for all the NVIDIA GPUs in your system, see
Troubleshooting for troubleshooting steps.

SMI also allows GPU monitoring using the following command:

S nvidia-smi -I

This command switch adds a loop, auto refreshing the display.

6.5 UNINSTALLING VIB

Use the following procedure to uninstall VIB:

4. Determine the name of the vGPU driver bundle

S esxcli software vib list | grep -i nvidia

5. This command returns output similar to the following:

NVIDIA-VMware_ESXi_6.7_Host_Driver 390.72-10EM.600.0.0.2159203 NVIDIA
VMwareAccepted 2018-07-20

6. Run the following command to uninstall the driver package:
S esxcli software vib remove -n NVIDIA-VMware_ESXi_6.7_Host_Driver --maintenance-mode
The following message displays when installation is successful:

Removal Result
Message: Operation finished successfully.
Reboot Required: false
VIBs Installed:

VIBs Removed: NVIDIA_bootbank_NVIDIA-VMware_ESXi_6.7_Host_Driver_390.72-
10EM.600.0.0.2159203

VIBs Skipped:

Reboot the host to complete the uninstallation process.
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6.6 6.0 ONLY: CONFIGURING SUSPEND AND RESUME
FOR VMWARE VSPHERE

Since 6.1: Suspend-resume for VMs that are configured with vGPU is enabled by default and this
task is not required.

NVIDIA vGPU software supports suspend and resume for VMs that are configured with vGPU.

For details about which VMware vSphere versions, NVIDIA GPUs, and guest OS releases
support suspend and resume, see Virtual GPU Software for VMware vSphere Release Notes.

Before configuring suspend and resume for an ESXi host, ensure that the current NVIDIA
Virtual GPU Manager for VMware vSphere package is installed on the host.

1. Set the registry key that is required to enable suspend and resume.

[root@esxi:~] esxcli system module parameters set -m nvidia -p
"NVreg_RegistryDwords=RMEnableVgpuMigration=1"

2. Reboot the ESXi host.
3. Confirm that suspend and resume are configured for the ESXi host.

[root@esxi:~] dmesg | grep NVRM

2018-03-08T05:05:21.084Z cpu51:2098073)NVRM: vmk_MemPoolCreate passed for 3162111 pages.
2018-03-08T05:05:21.336Z cpu51:2098073)NVRM: loading NVIDIA UNIX x86_64 Kernel Module
390.42 Sat Mar 3 02:52:47 PST 2018

2018-03-08T05:05:24.200Z cpu22:2098091)NVRM: nvidia_associate vmgfx0
2018-03-08T05:05:24.201Z cpu22:2098091)NVRM: nvidia_associate vmgfx1
2018-03-08T05:05:24.202Z cpu22:2098091)NVRM: nvidia_associate vmgfx2
2018-03-08T05:05:24.203Z cpu22:2098091)NVRM: nvidia_associate vmgfx3
2018-03-08T05:05:55.305Z cpu39:2100364)NVRM: Enabling vGPU live migration for GPU at
0000:3d:00.0

2018-03-08T05:05:55.983Z cpu39:2100364)NVRM: Enabling vGPU live migration for GPU at
0000:3e:00.0

2018-03-08T05:05:56.654Z cpu39:2100364)NVRM: Enabling vGPU live migration for GPU at
0000:af:00.0

2018-03-08T05:05:57.174Z cpu39:2100364)NVRM: GPU at 0000:af:00.0 has Software Scheduler
disabled.

2018-03-08T05:05:57.975Z cpu39:2100364)NVRM: Enabling vGPU live migration for GPU at
0000:d8:00.0

2018-03-08T05:05:58.494Z cpu39:2100364)NVRM: GPU at 0000:d8:00.0 has Software Scheduler
disabled.
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If you want to unset the registry entry that is required to enable suspend and resume,
set NVreg_RegistryDwords=RMEnableVgpuMigration=0. Then reboot the ESXi host.

6.7 CHANGING THE DEFAULT GRAPHICS TYPE IN
VMWARE VSPHERE 6.5 AND LATER

The vGPU Manager VIBs for VMware vSphere 6.5 and later provide vSGA and vGPU
functionality in a single VIB. After this VIB is installed, the default graphics type is Shared,
which provides vSGA functionality. To enable vGPU support for VMs in VMware vSphere 6.5,
you must change the default graphics type to Shared Direct. If you do not change the default
graphics type, VMs to which a vGPU is assigned fail to start and the following error message is
displayed:

The amount of graphics resource available in the parent resource pool is insufficient for the
operation.

Note:

If you are using a supported version of VMware vSphere earlier than 6.5, or are configuring a
VM to use VSGA, omit this task.

Change the default graphics type before configuring vGPU. Output from the VM console in the
VMware vSphere Web Client is not available for VMs that are running vGPU.

Before changing the default graphics type, ensure that the ESXi host is running and that all
VMs on the host are powered off.

1. Loginto vCenter Server by using the vSphere Web Client.
2. Inthe navigation tree, select your ESXi host and click the Configure tab.
3. From the menu, choose Graphics and then click the Host Graphics tab.

4. On the Host Graphics tab, click Edit.
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Figure 7. Shared default graphics type
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5. Inthe Edit Host Graphics Settings dialog box that opens, select Shared Direct and
click OK.

Figure 8. Host graphics settings for vGPU

[J 192.168.11.30 - Edit Host Graphics Settings 7]

,i\, Settings will take effect after restarting the host or "xorg" service.

() Shared
VMware shared virtual graphics

(#) Shared Direct
Vendor shared passthrough graphics

Shared passthrough GPU assignment policy:
(e) Spread VMs across GPUs (best performance)

(L) Group VMs on GPU until full (GPU consolidation)

Note: In this dialog box, you can also change the allocation scheme for vGPU-enabled
VMs. For more information, see Modifying GPU Allocation Policy on VMware vSphere.

After you click OK, the default graphics type changes to Shared Direct.

6. Restart the ESXi host or stop and restart the Xorg service and nv-hostengine on the ESXi
host.
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To stop and restart the Xorg service and nv-hostengine, perform these steps:
a. Stop the Xorg service.
[root@esxi:~] /etc/init.d/xorg stop
b. Stop nv-hostengine.
[root@esxi:~] nv-hostengine -t
c. Wait for 1 second to allow nv-hostengine to stop.
d. Start nv-hostengine.
[root@esxi:~] nv-hostengine -d
e. Start the Xorg service.
[root@esxi:~] /etc/init.d/xorg start

After changing the default graphics type, configure vGPU as explained in Configuring a
vSphere VM with Virtual GPU.

See also the following topics in the VMware vSphere documentation:

e |loginto vCenter Server by Using the vSphere Web Client
e Configuring Host Graphics

6.8 CHANGING VGPU SCHEDULING POLICY

GPUs based on the NVIDIA Maxwell™ graphic architecture implement a best effort vGPU
scheduler that aims to balance performance across vGPUs. The best effort scheduler allows a
vGPU to use GPU processing cycles that are not being used by other vGPUs. Under some
circumstances, a VM running a graphics-intensive application may adversely affect the
performance of graphics-light applications running in other VMs.

GPUs based on the NVIDIA Pascal™ architecture and the NVIDIA Volta architecture
additionally support equal share and fixed share vGPU schedulers. These schedulers impose a
limit on GPU processing cycles used by a vGPU, which prevents graphics-intensive applications
running in one VM from affecting the performance of graphics-light applications running in
other VMs. On GPUs based on the Pascal architecture, you can select the vGPU scheduler to
use.
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The best effort scheduler is the default scheduler for all supported GPU architectures.

The GPUs that are based on the Pascal architecture are the Tesla P4, Tesla P6, Tesla P40, and
Tesla P100.

The GPUs that are based on the Volta architecture are the Tesla V100 SXM2, Tesla V100 PCle,
and Tesla V100 FHHL.

6.8.1 vGPU Scheduling Policies

In addition to the default best effort scheduler, GPUs based on the Pascal and Volta
architectures support equal share and fixed share vGPU schedulers.

Equal Share Scheduler

The physical GPU is shared equally amongst the running vGPUs that reside on it. As vGPUs
are added to or removed from a GPU, the share of the GPU's processing cycles allocated to
each vGPU changes accordingly. As a result, the performance of a vGPU may increase as
other vGPUs on the same GPU are stopped or decrease as other vGPUs are started on the
same GPU.

Fixed Share Scheduler

Each vGPU is given a fixed share of the physical GPU's processing cycles, the amount of
which depends on the vGPU type. As vGPUs are added to or removed from a GPU, the share
of the GPU's processing cycles allocated to each vGPU remains constant. As a result, the
performance of a vGPU remains unchanged as other vGPUs are stopped or started on the
same GPU.

6.8.2 RmPVMRL Registry Key

The RmPVMRL registry key sets the scheduling policy for NVIDIA vGPUs.

Note: You can change the vGPU scheduling policy only on GPUs based on the Pascal and Volta
architectures.

Type

Dword

Contents
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Value

0x00 (default)

0x01

Ox11

Examples

Best Effort Scheduler

Equal Share Scheduler

Fixed Share Scheduler

Meaning

NVIDIA VGPU Manager VIB Installation

This example sets the vGPU scheduler to Fixed Share Scheduler.

RmPVMRL=0x11

This example sets the vGPU scheduler to Equal Share Scheduler.

RmPVMRL=0x01

6.8.3 Changing the vGPU Scheduling Policy for All GPUs

Note: You can change the vGPU scheduling policy only on GPUs based on the Pascal and Volta

architectures.

Perform this task in your hypervisor command shell.

1. Open a command shell as the root user on your hypervisor host machine. On all supported
hypervisors, you can use secure shell (SSH) for this purpose. Individual hypervisors may
provide additional means for logging in. For details, refer to the documentation for your

hypervisor.

2. Set the RmPVMRL registry key to the value that sets the GPU scheduling policy that you

want.

value

0x01

oukuw

On VMware vSphere, use the esxcli set command.
# esxcli system module parameters set -m nvidia -p
"NVreg_RegistryDwords=RmPVMRL=value"

The value that sets the vGPU scheduling policy that you want, for example:

Sets the vGPU scheduling policy to Equal Share Scheduler.
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Ox11

Sets the vGPU scheduling policy to Fixed Share Scheduler.
For all supported values, see RmPVMRL Registry Key.
10. Reboot your hypervisor host machine.

© o N

6.8.4 Changing the vGPU Scheduling Policy for Select GPUs

Note: You can change the vGPU scheduling policy only on GPUs based on the Pascal and Volta
architectures.

Perform this task in your hypervisor command shell.

1. Open a command shell as the root user on your hypervisor host machine. On all supported
hypervisors, you can use secure shell (SSH) for this purpose. Individual hypervisors may
provide additional means for logging in. For details, refer to the documentation for your
hypervisor.

2. Use the Ispci command to obtain the PCl domain and bus/device/function (BDF) of each GPU
for which you want to change the scheduling behavior.

On VMware vSphere, pipe the output of Ispci to the grep command to display
information only for NVIDIA GPUs.

# Ispci | grep NVIDIA
3. The NVIDIA GPUs listed in this example have the PCI domain 0000 and
BDFs 85:00.0 and 86:00.0.
4. 0000:85:00.0 VGA compatible controller: NVIDIA Corporation GM204GL [Tesla M60] (rev al)
0000:86:00.0 VGA compatible controller: NVIDIA Corporation GM204GL [Tesla M60] (rev al)
6. Use the module parameter NVreg_RegistryDwordsPerDevice to set
the pci and RmPVMRL registry keys for each GPU.
On VMware vSphere, use the esxcli set command.
# esxcli system module parameters set -m nvidia \
-p "NVreg_RegistryDwordsPerDevice=pci=pci-domain:pci-bdf;RmPVMRL=value\
[;pci=pci-domain:pci-bdf;RmPVMRL=value...]"
7. For each GPU, provide the following information:
8. pci-domain
9. The PCl domain of the GPU.
10. pci-bdf
11. The PCl device BDF of the GPU.
12. value
13. The value that sets the vGPU scheduling policy that you want, for example:
14. 0x01
15. Sets the GPU scheduling policy to Equal Share Scheduler.
16. Ox11
17. Sets the GPU scheduling policy to Fixed Share Scheduler.
18. For all supported values, see RmPVMRL Registry Key.
19. This example adds an entry to the /etc/modprobe.d/nvidia.conf file to change the
scheduling behavior of two GPUs as follows:

o
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o Forthe GPU at PCl domain 0000 and BDF 85:00.0, the vGPU scheduling policy is set
to Equal Share Scheduler.
o For the GPU at PClI domain 0000 and BDF 86:00.0, the vGPU scheduling policy is set
to Fixed Share Scheduler.
20. options nvidia NVreg_RegistryDwordsPerDevice=
"pci=0000:85:00.0;RmPVMRL=0x01;pci=0000:86:00.0;RmPVMRL=0x11"

21. Reboot your hypervisor host machine.

6.8.5 Restoring Default vGPU Scheduler Settings

Perform this task in your hypervisor command shell.

1. Open a command shell as the root user on your hypervisor host machine. On all supported
hypervisors, you can use secure shell (SSH) for this purpose. Individual hypervisors may
provide additional means for logging in. For details, refer to the documentation for your
hypervisor.

2. Unset the RmPVMRL registry key.
On VMware vSphere, set the module parameter to an empty string.
# esxcli system module parameters set -m nvidia -p "module-parameter="
module-parameter
The module parameter to set, which depends on whether the scheduling behavior was
changed for all GPUs or select GPUs:

= For all GPUs, set the NVreg_RegistryDwords module parameter.
=  For select GPUs, set the NVreg_RegistryDwordsPerDevice module parameter.
For example, to restore default vGPU scheduler settings after they were changed
for all GPUs, enter this command:
# esxcli system module parameters set -m nvidia -p "NVreg_RegistryDwords="

3. Reboot your hypervisor host machine.
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Chapter 7.
SELECTING CORRECT vGPU PROFILES

Choosing the right profile to maximize your stakeholders experience within the virtual
instance is critical. Below, you will find guidance through the vGPU Manager and beyond to
ensure your deployment is successful.

7.1 THE ROLE OF THE vGPU MANAGER

NVIDIA vGPU profiles assign custom amounts of dedicated graphics memory for each user.
NVIDIA vGPU Manager assigns the correct amount of memory to meet the specific needs
within the workflow for said user. Every virtual machine has dedicated graphics memory and
must be assigned accordingly thus ensuring that it has the resources needed to handle the
expected graphics load.

NVIDIA vGPU Manager allows up to eight users to share each physical GPU by assigning the
graphics resources of the available GPUs to virtual machines using a balanced approach.
Depending on the number of GPUs within each Tesla line card, there can be multiple user
types assigned.

7.2 THE FULL LIST OF vGPU PROFILES

The profiles represent a very flexible deployment options of virtual GPUs, varying in size of
frame buffer memory and number and resolution of display heads. The division of frame
buffer is what defines the number of users possible per GPU with that specific profile, while
the number of heads defines the number of displays supported. Max resolution is consistent
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across all the profiles. The full list may also be found here: https.//docs.nvidia.com/qrid/6.0/qgrid-
vgpu-user-quide/index.html|

Table 7-1. NVIDIA vGPU Profiles

Tesla M60 — Physical GPUs per Board: 2

Required Virtual Intended Frame Virtual Max Resolution Maximum Maximum vGPU
SW Edition = GPU Profile Use Case Buffer Display per Display vGPUs per per Boards
(Mbytes) Heads Head GPU
Quadro M60-8Q Designer 8192 4 4096x2160 1 2
vDWS
Quadro M60-4Q Designer 4096 4 4096x2160 2 4
vDWS
Quadro M60-2Q Designer 2048 4 4096x2160 4 8
vDWS
Quadro M60-1Q Designer 1024 2 4096x2160 8 16
vDWS Power User
Quadro M60-0Q Designer 512 2 2560x1600 16 32
vDWS Power User
GRID Virtual M60-1B Power User 1024 4 2560x1600 8 16
PC
GRID Virtual M60-0B Power User 512 2 2560x1600 16 32
PC
GRID Virtual M60-8A Virtual 8192 1 1280x1024 1 2
Apps Application
User
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GRID Virtual M60-4A Virtual 4096 1280x1024 2 4
Apps Application
User
GRID Virtual M60-2A Virtual 2048 1280x1024 4 8
Apps Application
User
GRID Virtual M60-1A Virtual 1024 1280x1024 8 16
Apps Application
User

Required
Software
Edition

Virtual
GPU Profile

Tesla M10 — Physical GPUs per Board: 4

Intended
Use Case

Frame
Buffer
(Mbytes)

Max Resolution
per Display
Head

Maximum
vGPUs per
GPU

Maximum vGPU
per Boards

Quadro M10-8Q Designer 8192 4096x2160 1 4
vDWS
Quadro M10-4Q Designer 4096 4096x2160 2 8
vDWS
Quadro M10-2Q Designer 2048 4096x2160 4 16
vDWS
Quadro M10-1Q Designer 1024 4096x2160 8 32
vDWS Power User
Quadro M10-0Q Designer 512 2560x1600 16 64
vDWS Power User
GRID Virtual M10-1B Power User 1024 2560x1600 8 32
PC
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GRID Virtual M10-0B Power User 512 2 2560x1600 16 64
PC
GRID Virtual M10-8A Virtual 8192 1 1280x1024 1 4
Apps Application
User
GRID Virtual M10-4A Virtual 4096 1 1280x1024 2 8
Apps Application
User
GRID Virtual M10-2A Virtual 2048 1 1280x1024 4 16
Apps Application
User
GRID Virtual M10-1A Virtual 1024 1 1280x1024 8 32
Apps Application
User

Required
License
Edition

Virtual
GPU Profile

TESLA M6 - Physical GPUs per Board: 1

Intended
Use Case

Frame
Buffer
(Mbytes)

Virtual
DINEW
Heads

Max Resolution

per Display
Head

Maximum
vGPUs per
GPU

Maximum vGPU
per Boards

Quadro M6-8Q Designer 8192 4 4096x2160 1 1
vDWS
Quadro M6-4Q Designer 4096 4 4096x2160 2 2
vDWS
Quadro M6-2Q Designer 2048 4 4096x2160 4 4
vDWS
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Quadro M6-1Q Designer 1024 2 4096x2160 8 8
vDWS Power User

Quadro M6-0Q Designer 512 2 2560x1600 16 16
vDWS Power User

GRID Virtual M6-1B Power User 1024 4 2560x1600 8 8
PC
GRID Virtual M6-0B Power User 512 2 2560x1600 16 16
PC
GRID Virtual M6-8A Virtual 8192 1 1280x1024 1 1
Apps Application
User
GRID Virtual M6-4A Virtual 4096 1 1280x1024 2 2
Apps Application
User
GRID Virtual M6-2A Virtual 2048 1 1280x1024 4 4
Apps Application
User
GRID Virtual M6-1A Virtual 1024 1 1280x1024 8 8
Apps Application
User

Tesla P100 PCle 12GB — Physical GPUs per Board: 1

Required Virtual

Software GPU Profile
Edition

Intended Frame

Virtual Max Resolution
Use Case Buffer

DIIEW per Display
(Mbytes) Heads

Maximum

VvGPUs per
Head GPU

Maximum vGPU
per Boards
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Quadro P100C-12Q Designer 12288 4096x2160 1 1
vDWS
Quadro P100C-6Q Designer 6144 4096x2160 2 2
vDWS
Quadro P100C-4Q Designer 4096 4096x2160 3 3
vDWS
Quadro P100C-2Q Designer 2048 4096x2160 6 6
vDWS
Quadro P100C-1Q Designer 1024 4096x2160 12 12
vDWS Power User
GRID Virtual P100C-2B Power User 2048 4096x2160 6 6
PC
GRID Virtual | P100C-2B4 Power user 2048 2560x1600 6 6
PC
GRID Virtual P100C-1B Power User 1024 2560x1600 6 6
PC
GRID Virtual | P100C-12A Virtual 12288 1280x1024 1 1
Apps Application
User
GRID Virtual P100C-6A Virtual 6144 1280x1024 2 2
Apps Application
User
GRID Virtual P100-4A Virtual 4096 1280x1024 3 3
Apps Application
User
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GRID Virtual P100-2A Virtual 2048 1 1280x1024 6 6
Apps Application
User
GRID Virtual P100C-1A Virtual 1024 1 1280x1024 12 12
Apps Application
User

Tesla P100 PCle 16GB — Physical GPUs per Board: 1

Required Virtual Intended Frame Virtual Max Resolution Maximum Maximum vGPU
Software GPU Profile Use Case Buffer DIEW per Display vGPUs per per Boards
Edition (Mbytes) Heads Head GPU
Quadro P100-16Q Designer 16384 4 4096x2160 1 1
vDWS
Quadro P100-8Q Designer 8192 4 4096x2160 2 2
vDWS
Quadro P100-4Q Designer 4096 4 4096x2160 4 4
vDWS
Quadro P100-2Q Designer 2048 4 4096x2160 8 8
vDWS
Quadro P100-1Q Designer 1024 2 4096x2160 16 16
vDWS Power User
GRID Virtual P100-2B Power User 2048 2 4096x2160 8 8
PC
GRID Virtual P100-2B4 Power User 2048 4 2560x1600 8 8
PC
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GRID Virtual P100-1B Power User 1024 2560x1600 16 16
PC
GRID Virtual P100-16A Virtual 16384 1280x1024 1 1
Apps Application
User
GRID Virtual P100-8A Virtual 8192 1280x1024 2 2
Apps Application
User
GRID Virtual P100-4A Virtual 4096 1280x1024 4 4
Apps Application
User
GRID Virtual P100-2A Virtual 2048 1280x1024 8 8
Apps Application
User
GRID Virtual P100-1A Virtual 1024 1280x1024 16 16
Apps Application
User

Tesla P100 SXM2 - Physical GPUs per Board: 1

Required Virtual Intended Frame Virtual Max Resolution Maximum Maximum vGPU
Software GPU Profile Use Case Buffer DINEW per Display vGPUs per per Boards
Edition (Mbytes) Heads Head GPU
Quadro P100X-16Q Designer 16384 4 4096x2160 1 1
vDWS
Quadro P100X-8Q Designer 8192 4 4096x2160 2 2
vDWS
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Quadro P100X-4Q Designer 4096 4096x2160 4 4
vDWS
Quadro P100X-2Q Designer 2048 4096x2160 8 8
vDWS
Quadro P100X-1Q Designer 1024 4096x2160 16 16
vDWS Power User
GRID Virtual P100X-2B Power User 2048 4096x2160 8 8
PC
GRID Virtual P100X-2B4 Power User 2048 2560x1600 8 8
PC
GRID Virtual P100X-1B Power User 1024 2560x1600 16 16
PC
GRID Virtual | P100X-16A Virtual 16384 1280x1024 1 1
Apps Application
User
GRID Virtual P100X-8A Virtual 8192 1280x1024 2 2
Apps Application
User
GRID Virtual P100X-4A Virtual 4096 1280x1024 4 4
Apps Application
User
GRID Virtual P100X-2A Virtual 2048 1280x1024 8 8
Apps Application
User
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GRID Virtual P100X-1A Virtual 1024 1 1280x1024 16 16
Apps Application
User

Tesla P40 — Physical GPUs per Board: 1

Required Virtual Intended Frame Virtual Max Resolution Maximum Maximum vGPU

Software GPU Profile Use Case Buffer DIEW per Display vGPUs per per Boards
Edition (Mbytes) Heads Head GPU

Quadro P40-24Q Designer 24576 4 4096x2160 1 1
vDWS

Quadro P40-12Q Designer 12288 4 4096x2160 2 2
vDWS

Quadro P40-8Q Designer 8192 4 4096x2160 4 4
vDWS

Quadro P40-6Q Designer 6144 4 4096x2160 4 4
vDWS

Quadro P40-4Q Designer 4096 4 4096x2160 6 6
vDWS

Quadro P40-3Q Designer 3072 4 4096x2160 8 8
vDWS

Quadro P40-2Q Designer 2048 4 4096x2160 12 12
vDWS

Quadro P40-1Q Designer 1024 2 4096x2160 24 24
vDWS Power User
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GRID Virtual P24-2B Power User 2048 4096x2160 12 12
PC
GRID Virtual P40-2B4 Power User 2048 2560x1600 12 12
PC
GRID Virtual P40-1B Power User 1024 2560x1600 24 24
PC
GRID Virtual P40-24A Virtual 24576 1280x1024 1 1
Apps Application
User
GRID Virtual P40-12A Virtual 12288 1280x1024 2 2
Apps Application
User
GRID Virtual P40-8A Virtual 8192 1280x1024 3 3
Apps Application
User
GRID Virtual P40-6A Virtual 6144 1280x1024 4 4
Apps Application
User
GRID Virtual P40-4A Virtual 4096 1280x1024 6 6
Apps Application
User
GRID Virtual P40-3A Virtual 3072 1280x1024 8 8
Apps Application
User
GRID Virtual P40-2A Virtual 2048 1280x1024 12 12
Apps Application
User
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GRID Virtual P40-1A Virtual 1024 1 1280x1024 24 24
Apps Application
User

Tesla P6 — Physical GPUs per Board: 1

Required Virtual Intended Frame Virtual Max Resolution Maximum Maximum vGPU
Software GPU Profile Use Case Buffer DIEW per Display vGPUs per per Boards
Edition (Mbytes) Heads Head GPU
Quadro P6-16Q Designer 16384 4 4096x2160 1 1
vDWS
Quadro P6-8Q Designer 8192 4 4096x2160 2 2
vDWS
Quadro P6-4Q Designer 4096 4 4096x2160 4 4
vDWS
Quadro P6-2Q Designer 2048 4 4096x2160 8 8
vDWS
Quadro P6-1Q Designer 1024 2 4096x2160 16 16
vDWS Power User
GRID Virtual P6-2B Power User 2048 2 4096x2160 8 8
PC
GRID Virtual P6-2B4 Power User 2048 4 2560x1600 8 8
PC
GRID Virtual P6-1B Power User 1024 4 2560x1600 16 16
PC
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GRID Virtual P6-16A Virtual 16384 1 1280x1024 1 1
Apps Application
User
GRID Virtual P6-8A Virtual 8192 1 1280x1024 2 2
Apps Application
User
GRID Virtual P6-4A Virtual 4096 1 1280x1024 4 4
Apps Application
User
GRID Virtual P6-2A Virtual 2048 1 1280x1024 8 8
Apps Application
User
GRID Virtual P6-1A Virtual 1024 1 1280x1024 16 16
Apps Application
User

Tesla P4 - Physical GPUs per Board: 1

Required Virtual Intended Frame Virtual Max Resolution Maximum Maximum vGPU
Software GPU Profile Use Case Buffer DINEW per Display vGPUs per per Boards
Edition (Mbytes) Heads Head GPU
Quadro P4-8Q Designer 8192 4 4096x2160 1 1
vDWS
Quadro P4-4Q Designer 4096 4 4096x2160 2 2
vDWS
Quadro P4-2Q Designer 2048 4 4096x2160 4 4
vDWS
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Quadro P4-1Q Designer 1024 2 4096x2160 8 8
vDWS Power User
GRID Virtual P4-2B Power User 2048 2 4096x2160 4 4
PC
GRID Virtual P4-2B4 Power User 2048 4 2560x1600 4 4
PC
GRID Virtual P4-1B Power User 1024 4 2560x1600 8 8
PC
GRID Virtual P4-8A Virtual 8192 1 1280x1024 1 1
Apps Application
User
GRID Virtual P4-4A Virtual 4096 1 1280x1024 2 2
Apps Application
User
GRID Virtual P4-2A Virtual 2048 1 1280x1024 4 4
Apps Application
User
GRID Virtual P4-1A Virtual 1024 1 1280x1024 8 8
Apps Application
User

Tesla V100 SXM2 16GB — Physical GPUs per Board: 1

Required Virtual Intended Frame Virtual Max Resolution Maximum Maximum vGPU
Software GPU Profile Use Case Buffer DIIEW per Display vGPUs per per Boards
Edition (Mbytes) Heads Head GPU

NVIDIA vGPU™ Deployment Guide for VMware Horizon 7.5 on VMWARE vSphere 6.7 | 137



Selecting Correct vGPU Profiles

Quadro V100X-16Q Designer 16384 4096x2160 1 1
vDWS
Quadro V100X-8Q Designer 8192 4096x2160 2 2
vDWS
Quadro V100X-4Q Designer 4096 4096x2160 4 4
vDWS
Quadro V100X-2Q Designer 2048 4096x2160 8 8
vDWS
Quadro V100X-1Q Designer 1024 4096x2160 16 16
vDWS Power User
GRID Virtual V100X-2B Power User 2048 4096x2160 8 8
PC
GRID Virtual | V100X-2B4 Power User 2048 2560x1600 8 8
PC
GRID Virtual V100X-1B Power User 1024 2560x1600 16 16
PC
GRID Virtual | V100X-16A Virtual 16384 1280x1024 1 1
Apps Application
User
GRID Virtual V100X-8A Virtual 8192 1280x1024 2 2
Apps Application
User
GRID Virtual V100X-4A Virtual 4096 1280x1024 4 4
Apps Application
User
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GRID Virtual | V100X-2A Virtual 2048 1 1280x1024 8 8
Apps Application
User
GRID Virtual | V100X-1A Virtual 1024 1 1280x1024 16 16
Apps Application
User

Tesla V100 SXM2 32GB - Physical GPUs per Board: 1

Required Virtual Intended Frame Virtual Max Resolution Maximum Maximum vGPU

Software GPU Profile Use Case Buffer DIEW per Display vGPUs per per Boards
Edition (Mbytes) Heads Head GPU

Quadro V100DX- Designer 32768 4 4096x2160 1 1
vDWS 32Q

Quadro V100DX- Designer 16384 4 4096x2160 2 2
vDWS 16Q

Quadro V100DX-8Q Designer 8192 4 4096x2160 4 4
vDWS

Quadro V100DX-4Q Designer 4096 4 4096x2160 8 8
vDWS

Quadro V100DX-2Q Designer 2048 4 4096x2160 16 16
vDWS

Quadro V100DX-1Q Designer 1024 2 4096x2160 32 32
vDWS Power User

GRID Virtual | V100DX-2B Power User 2048 2 4096x2160 16 16
PC
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GRID Virtual V100DX- Power User 2048 4 2560x1600 16 16
PC 2B4
GRID Virtual | V100DX-1B Power User 1024 4 2560x1600 32 32
PC
GRID Virtual V100DX- Virtual 32768 1 1280x1024 1 1
Apps 32A Application
User
GRID Virtual V100DX- Virtual 16384 1 1280x1024 2 2
Apps 16A Application
User
GRID Virtual | V100DX-8A Virtual 8192 1 1280x1024 4 4
Apps Application
User
GRID Virtual | V100DX-4A Virtual 4096 1 1280x1024 8 8
Apps Application
User
GRID Virtual | V100DX-2A Virtual 2048 1 1280x1024 16 16
Apps Application
User
GRID Virtual | V100DX-1A Virtual 1024 1 1280x1024 32 32
Apps Application
User

Tesla V100 PCle 16GB — Physical GPUs per Board: 1

Required Virtual

Software GPU Profile
Edition

Intended Frame

Virtual Max Resolution
Use Case Buffer

DIIEW per Display
(Mbytes) Heads

Maximum

VvGPUs per
Head GPU

Maximum vGPU
per Boards
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Quadro V100-16Q Designer 16384 4 4096x2160 1 1
vDWS
Quadro V100-8Q Designer 8192 4 4096x2160 2 2
vDWS
Quadro V100-4Q Designer 4096 4 4096x2160 4 4
vDWS
Quadro V100-2Q Designer 2048 4 4096x2160 8 8
vDWS
Quadro V100-1Q Designer 1024 2 4096x2160 16 16
vDWS Power User
GRID Virtual V100-2B Power User 2048 2 4096x2160 8 8
PC
GRID Virtual V100-2B4 Power User 2048 4 2560x1600 8 8
PC
GRID Virtual V100-1B Power User 1024 4 2560x1600 16 16
PC
GRID Virtual V100-16A Virtual 16384 1 1280x1024 1 1
Apps Application
User
GRID Virtual V100-8A Virtual 8192 1 1280x1024 2 2
Apps Application
User
GRID Virtual V100-4A Virtual 4096 1 1280x1024 4 4
Apps Application
User
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GRID Virtual V100-2A Virtual 2048 1 1280x1024 8 8
Apps Application
User
GRID Virtual V100-1A Virtual 1024 1 1280x1024 16 16
Apps Application
User

Tesla V100 PCle 32GB - Physical GPUs per Board: 1

Required Virtual Intended Frame Virtual Max Resolution Maximum Maximum vGPU

Software GPU Profile Use Case Buffer DIEW per Display vGPUs per per Boards
Edition (Mbytes) Heads Head GPU

Quadro V100D-32Q Designer 32768 4 4096x2160 1 1
vDWS

Quadro V100D-16Q Designer 16384 4 4096x2160 2 2
vDWS

Quadro V100D-8Q Designer 8192 4 4096x2160 4 4
vDWS

Quadro V100D-4Q Designer 4096 4 4096x2160 8 8
vDWS

Quadro V100D-2Q Designer 2048 4 4096x2160 16 16
vDWS

Quadro V100D-1Q Designer 1024 2 4096x2160 32 32
vDWS Power User

GRID Virtual V100D-2B Power User 2048 2 4096x2160 16 16
PC
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GRID Virtual | V100D-2B4 Power User 2048 4 2560x1600 16 16
PC
GRID Virtual V100D-1B Power User 1024 4 2560x1600 32 32
PC
GRID Virtual | V100D-32A Virtual 32768 1 1280x1024 1 1
Apps Application
User
GRID Virtual | V100D-16A Virtual 16384 1 1280x1024 2 2
Apps Application
User
GRID Virtual V100D-8A Virtual 8192 1 1280x1024 4 4
Apps Application
User
GRID Virtual V100D-4A Virtual 4096 1 1280x1024 8 8
Apps Application
User
GRID Virtual V100D-2A Virtual 2048 1 1280x1024 16 16
Apps Application
User
GRID Virtual V100D-1A Virtual 1024 1 1280x1024 32 32
Apps Application
User

Tesla V100 FHHL 16GB - Physical GPUs per Board: 1

Required Virtual Intended Frame Virtual Max Resolution Maximum Maximum vGPU
Software GPU Profile Use Case Buffer DIIEW per Display vGPUs per per Boards
Edition (Mbytes) Heads Head GPU
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Quadro V100L-16Q Designer 16384 4096x2160 1 1
vDWS
Quadro V100L-8Q Designer 8192 4096x2160 2 2
vDWS
Quadro V100L-4Q Designer 4096 4096x2160 4 4
vDWS
Quadro V100L-2Q Designer 2048 4096x2160 8 8
vDWS
Quadro V100L-1Q Designer 1024 4096x2160 16 16
vDWS Power User
GRID Virtual V100L-2B Power User 2048 4096x2160 8 8
PC
GRID Virtual | V100L-2B4 Power User 2048 2560x1600 8 8
PC
GRID Virtual V100L-1B Power User 1024 2560x1600 16 16
PC
GRID Virtual | V100L-16A Virtual 16384 1280x1024 1 1
Apps Application
User
GRID Virtual V100L-8A Virtual 8192 1280x1024 2 2
Apps Application
User
GRID Virtual V100L-4A Virtual 4096 1280x1024 4 4
Apps Application
User
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GRID Virtual V100L-2A Virtual 2048 1 1280x1024 8 8
Apps Application
User
GRID Virtual V100L-1A Virtual 1024 1 1280x1024 16 16
Apps Application
User

7.3 BRINGING QUADRO TO VIRTUALIZATION

Like the NVIDIA Quadro line cards for professional graphics applications, the vGPU profiles
ending in Q undergo the same rigorous application certification process as those Quadro-class
processors. As a result, you can expect 100% compatibility and performance with your
applications, and ISVs requiring Quadro can certify against the NVIDIA vGPU profiles as well.

7.4 MATCHING PROFILES TO USER NEEDS

As stated earlier in the deployment guide, you need to define your user needs and match
them to available NVIDIA vGPU profiles.

If we take the three example SOLIDWORKS use cases and their computing needs defined
earlier, we can now match the video RAM and display needs to require vGPU profiles. See
below:

> Entry Level Engineer / Design Reviewer
e 8 GB RAM
e 4 vCPUs (2.4 GHz)
e 2-4 GB video RAM
e Single 1920x1080 display
» Mid-Level Engineer
e 16 GB RAM
e 4-8 vCPUs (2.6 GHz)
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e 4-8 GB video RAM
e Two 1920x1080 displays and/or One 2560x1600
» Advanced Engineer
e 32-64 GB RAM
e 8-12 vCPUs (3.2 GHz)
e 8-16 GB video RAM
e Two 2560x1600 displays and/or One 3840 x 2160

7.5 CREATIVE AND TECHNICAL PROFESSIONALS

Creative and Technical Professionals with the most demanding of workflows previously
required a physical computing device like a mobile or desktop workstation. This meant that
the benefits of virtualization, such as security, ease of management, mobility and
collaboration could not be achieved. With the NVIDIA Quadro Virtual Data Center
Workstation (Quadro vDWS) software, coupled with Tesla data center GPUs, the benefits of
virtualization can be extended to these users.

The key to picking the proper profile for the creative and technical professionals is
compatibility and performance. Quadro vDWS software supports Quadro drivers allowing
users to benefit from the acceleration and stability that Quadro brings to professional
applications used by the most demanding customers today.

It’s critical to understand what applications your users will require on their virtual machines.
It’s necessary to balance frame buffer and resource needs to manage the density and
performance for your deployment. Professional applications have a range of workflows from
design, to rendering, to video editing all with varying degrees of resource demands that must
be estimated to properly ensure the best experience.

Start your profile selection by looking to your primary application’s requirements.
Professional application software vendors are certified to run with NVIDIA Quadro to ensure
the performance is tuned for maximum efficiency. Each ISV usually has a dedicated page on
proper GPU hardware to use, so using those recommendations, select the appropriate vGPU
profile to meet your end user’s needs. To understand more about the graphics requirements
of your applications, consult your application vendor.
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7.6 KNOWLEDGE WORKER PROFILES

Today’s digital workplace is changing due to the increased graphics requirements for Windows
10 and other productivity applications. The new digital worker expects a graphics-rich
experience with immersive visual quality and processing speed. To satisfy these expectations,
software developers are creating rich, graphically intensive user experiences for physical
desktops in the enterprise. In a virtual desktop (VDI) environment without a GPU to offload
these additional processing requirements, the end user sees slower performance, reduced
feature sets, and applications that simply won’t launch.

Applications that are accelerated by graphics have doubled over the past 5 years according to
a study by Lakeside SysTrack Community data. Below are some examples and the percentage
of GPU demands based on the transition from a Windows 7 environment moving to a
Windows 8 environment.

e Google Chrome —36% increase

e Mozilla Firefoz — 59% increase

e  Microsoft Outlook — 85% increase

e Microsoft Powerpoint — 64% increase
e  Microsoft Excel — 53% increase

e Skype —409% increase

While professional applications like Dassault Systemes SOLIDWORKS and CATIA and others are
logically required to have a GPU for graphics acceleration, it’s also clear that common business
applications now need GPU resources to run efficiently.
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Chapter 8.
APPLICATION BASED VDI HOST SIZING

8.1 HOW MANY USERS CAN | GET ON A HOST?

Using one application, Siemens NX, a typical dialogue with a customer often sounds like this...
Customer: How many users can | get on a host?

NVIDIA: What is their primary application?

Customer: Siemens NX.

NVIDIA: Are they primarily 3D or 2D data users?

Customer: 3D mostly.

NVIDIA: Would you describe them as light, medium, or heavy users?

Customer: Medium to heavy.

NVIDIA: Power users to designers then.

Customer: | need performance AND scalability numbers that | can use to justify the project...
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8.2 AN EXAMPLE APPLICATION: SIEMENS NX

Siemens NX™ is a popular industrywide solution for integrated 3D computer-aided design,
manufacturing and engineering analysis (CAD/CAM/CAE) that helps companies realize the
value of the digital twin, which is now available in a cost-effective private cloud environment.
Siemens worked closely with NVIDIA Corporation to certify the deployment of NX in the
private cloud using a virtual desktop infrastructure (VDI) with NVIDIA virtual GPU (vGPU)
technology. Siemens NX users are split into the following categories with a mapping of
potential NVIDIA vGPU profiles associated with each:

Light User Medium User Heavy User
Siemens NX Usage
e . Light 2D to Medium 2D Heavy 2D to Light 3D Medium 3D to Heavy 3D
Classification
12 Users Per Server 6 Users Per Server 3 Users Per Server
Guaranteed P4-4Q P4-8Q P40-24Q
Performance 4vCPU 8vCPU 12vCPU
8GB RAM 8GB RAM 8GB RAM?2
16-24 Users Per Server 12-18 Users Per Server 6-9 Users Per Server
Typical P4-2Q P4-2Q/ P4-4Q P40-8Q / P40-12Q
Deployment 4vCPU 8vCPU 12vCPU
8-16GB RAM 16-32GB RAM >96GB RAM

You'll notice that there are two rows of configurations. This is because it’s CRITICAL to ensure
that the customer understands and deploys against either a dedicated level of performance to
the user or against a typical deployment which may have a reduced performance at CERTAIN
TIMES but not always. If a guaranteed level of performance is critical, then map accordingly.

8.3 APPLICATION BASED SIZING

This section contains an overview of the testing, the methodology, and the results that
support the findings in this deployment guide. We also detail the lab environment used to
test the contents of this guide.
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First, we look at the specifications of a physical workstation build.

8.3.1 Recommended System Requirements

CPU speed Minimum: Hyperthreaded dual core*
Recommended: Quad core*

Optimal: 2x hyperthreaded hexa-core*
Platform x64 with SSE2 extensions

Memory/RAM Minimum: 4 GB

Recommended: 16 GB

Optimal: 32 GB
Display properties 24-bit color depth
GPU Good: NVIDIA Quadro P1000

Better: NVIDIA Quadro P2000
Best: NVIDIA Quadro P5000

Disk space .
Recommended 1TB Storage Hard Drive

For the test we key on recommended specifications when feasible. The goal is to test both
performance and scalability, to maintain the flexibility and manageability advantages of
virtualization without sacrificing the performance end users expect from NVIDIA powered
graphics.

8.4 TESTING METHODOLOGY

The Professional Visualization Performance Engineering Team at NVIDIA uses a custom
designed benchmark engine to conduct vGPU testing at scale. This engine automates the
testing process from provisioning virtual machines, establishing remote connections,
executing SPECviewperf and analyzing the results across all virtual machines. Dedicated
performance scores mentioned in this deployment guide are based on SPECviewperf 12.1.1
which was run in parallel on all virtual machines and scores are averaged across three runs.
Below you will find the VM Configuration used:
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VM CONFIGURATION

Operating System Windows 10 (1703)

8
vMemory 16GB
100GB
vGPU Driver Version NVIDIA Virtual GPU Software 6.0 (391.03)
vGPU Software Edition Quadro vDWS
Default
Frame Rate Limiter Default (Off)
VDA Version 7.2
Direct Connect Version 7.2
Number of Screens 1

Screen Resolution 1920 x 1080

HYPERVISOR CONFIGURATION
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Hypervisor VMware vSphere 6.5.0

Remote Stack VMware Horizon 7 with PColP

Remote Stack Version 7.2

VM Version Vmx-13

VM Tools 10279

GPU Allocation Policy Depth-First

vGPU Manager Version NVIDIA Virtual GPU 6.0 Software (390.42)

Proof of Concepts (POC) are more likely to be successful when end users are classified into
different groups as outlined above as it allows standardization for optimal performance while
keeping management overhead minimal. Customers often segment their end users into three
different user groups for each application and bundle similar user types per host. The below
table outlines the most common user groups for Siemens NX along with recommended
configurations.

o
Light Users 3‘0
Guaranteed Performance |(e.11-: 1o} =4 11/01 2"6'2::'6’1“’5:“ 6x TeslaP4 128GB Flash Based 10Gbit
Typical Customer Deployment 126G 2xIntel Xeon g roclaP4 384GB Flash Based 10Gbit

Gold 6154
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. > @ o @ ©
Medium Users & S A & <X <&
& &L R <t ) ) @ &
NP & N N &° o) o o = o
RS ¢ <Q &K & & 5 & & o
O Q% N L $ 3 e [ & &* ©
Guaranteed Performance el Ll 6 8  P48Q  16GB Z"G';‘:'s’:z" 6x TeslaP4 256GB Flash Based 10Gbit
Typical Customer Deployment
o
N @
Heavy Users Q‘c& oy i e«*\q &
X Q@o @ ¥ & R 6‘0*
Y & & & W 2° W

P40-24Q 8GR  2xIntelXeon o yo P40 128GB Flash Based 10Gbit

Guaranteed Performance felEL[RZE0 0 Gold 6154

Typical Customer Deployment

NVIDIA recommends configuring your dual socket server of choice using the Intel Xeon Gold
6154 CPU. The high frequency of 3.0 GHz alongside 18 cores of the CPU are well suited for
optimal performance for each end user while supporting the highest user scale on the server
which makes it also a cost-effective solution for Siemens NX.

Based on SPECviewperf 12.1.1, the below section outlines what typical customers usually
configure based on various needs.

Tesla P4 with Quadro vDWS for Light and Medium Users

Quadro vDWS in combination with Tesla P4 is NVIDIA’s recommended virtualization solution
for Siemens NX.

The form factor of the Tesla P4 (single width, half height and powered through the PCle bus)
allows the use of up to six Tesla P4s in a server with two Intel Xeon Gold 6154 CPUs.
SPECviewperf 12.1.1 tests show that six Tesla P4 GPUs alongside two Intel Xeon Gold 6154
CPUs is a well-balanced configuration for Siemens NX.

The below bar graph demonstrates that there are enough CPU resources available to host six
Tesla P4s in one server running SPECviewperf 12.1.1 Siemens NX on 24 virtual machines. No
performance decrease running 24 virtual machines (4 per GPU) in comparison to 4 (4 per GPU)
demonstrates a great balance between CPU and GPU resources.
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Optimal TCO with 6 Tesla P4
1x Tesla P4 m6x Tesla P4

1
0.8
0.6
0.4
0.2 I
o _

1 VM per GPU 2 VMs per GPU 4 VMs per GPU

SPEC ViewPerf 12.1.1 Score

Tesla P40 with Quadro vDWS for Heavy Users

NVIDIA recommends the Tesla P40 in combination with Quadro vDWS for heavy users that
require the additional performance of a Tesla P40 over a Tesla P4. The Tesla P40 is the
optimal choice for heavy users due to the additional performance and framebuffer while the
Tesla P4 is recommended for light and medium users due to the ability of hosting up to six
Tesla P4s in a two-socket, 2Userver.
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Up to 1.7x Performance with Tesla P40
TeslaP4 mTesla P40

1.6
1.2
0.8

0.4

SPEC ViewPerf 12.1.1 Score

1VM per GPU 2 VMs per GPU 4 VMs per GPU

Sufficient System Memory for each Individual User

While the industry standard benchmark SPECviewperf 12.1.1 performs optimally with 8 GB of
system memory for each virtual machine, Siemens NX customers typically assign 16 - 32 GB of
system memory to medium users for optimal performance. System memory requirements
don’t change with the transition to Quadro vDWS, therefore the same amount of system
memory that is used in a physical workstation should be assigned to the Quadro vDWS
accelerated virtual machine.

Flash Based Storage for Best Performance

NVIDIA recommends the use of flash-based storage (SSDs, etc.) for optimal performance.
Flash based storage is the common choice with physical workstation and Siemens NX users
expect similar performance in virtual environments.

A typical configuration for non-persistent virtual machines is to use direct attached storage
(DAS) of the server in a RAID 5 or RAID 10 configuration. For persistent virtual machines, a
high performing all-flash storage solution is the preferred option.

Typical Networking Configuration for Quadro VDWS
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There is no typical network configuration since it varies based on multiple factors like choice
of hypervisor, persistent/non-persistent virtual machines, choice of storage solution and many
more but most customers are using 10 Gbit networking for optimal performance.
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Chapter 9. CREATING YOUR FIRST vGPU
VIRTUAL DESKTOP

This chapter describes how to:
Create and configure a virtual machine in vSphere
Install Windows and VMware Tools on the VM
Customize Windows settings
Install Horizon Agent and Horizon Direct Connection on the VM

Adjust some additional VM settings and enable VM console access

vV vV v v v VY

Enable the NVIDIA vGPU and finalizing the installation

9.1 CREATING A VIRTUAL MACHINE

These instructions are to assist in making a VM from scratch that will support NVIDIA vGPU.
Later the VM will be used as a gold master image. Use the following procedure to configure a
vGPU for a single guest desktop:

1. Browse to the host or cluster using the vSphere Web Client.
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@ Home Home
¢ snorteuts

(5 10.19.203.1
O Hosts ane
2 VM cPU Memory Storage

50.47 GHz free 22537 GB free 7486 GB free
I - -—
& VMs 8 Ho: 1
6 2 ] 1 o] o]
P penas:
B Event
A Objects with most alerts [4] & Installed Plugins 4
® Ners Warnings &
ot e

2. Right-click the desired host or cluster and select New Virtual Machine.
The New Virtual Machine wizard begins.

vm vSphere Client Menu v

= Q [ 10.19.203.76 | acTions~

v [F 10.19.203.106 sSummary Monitor Configure Permissions VMs Datastores Ne
v Datacenter
- Hypervisor: VMware ESXi, 6.7.0, 8169922
v [l sAE Lab — YREr . T
| Model S¥YS-2028GR-TRT
A
D 10.19.203. sor Type: Intel{R) Xeon(R) CPU E5-2667 v4 @ 3.20GHz
£ B Actions - 1012.203.76 o
Bl Processors: 32
L ¥4 New Virtual Machine 2
E | Machines: 8
E ica-Th TJ Deploy OVF Template.. Connected
e 1days
I£ 9
& 1 .
oo

' rey
& Maintenance Mode »

Connection -

Power -

Certificates » Category Description

Storage »

E Add Networking...
Host Profiles L
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Select Create a new virtual machine and click Next.

New Virtual Machine

1Select a creation type Select a creation type

me and folder How would you like to create a virtual machine?

Create a new virtual machine This option guides you through creating a
Deploy from template new virtual machine. You will be able to
Clone an existing virtual machine customize processors, memaory, network
Clone virtual machine to template cennactions, and storage. You will need to
Clone template to template install a guest operating system after
Convert template to virtual machine creation.

CANCEL NEXT

Enter a name for the virtual machine. Choose the location to host the virtual machine using
the Select a location for the virtual machine section. Click Next to continue.

New Virtual Machine

v 15elect a creation type Select a name and folder

2 Select a name and folder Specify a unique name and target location

pute resource

Virtual machine name:  Win10-1709

Select a location for the virtual machine

v [ 1019 203.106
> [[H Datacenter

CANCEL BACK NEXT
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Select a compute resource to run the VM. Click Next to continue. NOTE: This compute
resource should include an NVIDIA vGPU enabled Tesla card installed and be correctly

configured.

New Virtual Machine

Creating your first vGPU Virtual Desktop

+ 1Select a creation type Select a compute resource
+ 2 Select a name and folder Select the destination compute resource for this operation
3 Select a compute resource|
[ Datacenter
SAE Lab
[ 1019.203.76
Compatibility
" Compatibility checks succeeded

CANCEL | BACK | NEXT

Select the datastore to host the virtual machine. Click Next to continue.
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New Virtual Machine

+ 15elect a creation type
+ 2 Select a name and folder
+ 3 Select a compute resource

4 Select storage

5 Select compatibility

7 Customize hard

8 Ready to complete

Creating your first vGPU Virtual Desktop

Select storage
Select the datastore in which to store the configuration and disk files

VM Storage Policy’ Datastore Default v
Name Capacity Provisioned Free Tye
= datastorel 924 GB 116 TB 752.32GB Vi
3
Compatibility
+/ Compatibility checks succeeded
CANCEL ACK NEXT

Select compatibility for the virtual machine. This allows VMs to run on different versions of
vSphere. To run vGPU select ESXi 6.0 and later. Click Next to continue.

New Virtual Machine

+ 1Select a creation type

+ 2 Select a name and folder
+ 3 Select a compute resource
+ 4 Select storage

5 Select compatibility

6 Select a guest OS

7 Customize hardware

8 Ready to comple

Select compatibility
Select compatibility for this virtual machine depending on the hosts in your environment

The host or cluster supports more than one WVMware virtual machine version. Select a

compatibility for the virtual machine

Compatible with: | ESXi 6.7 and later v| @

This virtual machine uses hardware version 14, which provides the best performance and

latest features available in ESXi 6.7.

CANCEL BACK NEXT
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Select the appropriate Windows OS from the Guest OS Family and Guest OS Version pull-down
menus. Click Next to continue.

New Virtual Machine

+ 15elect a creation type Select a guest 05
+ 2 Select a name and folder Choose the guest OS that will be installed on the virtual machine

+ 3 Select a compute resource

4 Select storage Identifying the guest cperating system here allows the wizard to provide the appropriate

+ 5 Select compatibility defaults for the operating system installation

Guest OS Family: | windows ¥

Guest OS Version: | Microsoft Windows 10 (64-hit) v |

Enable Windaws Virtualization Based Security @

Compatibility: ESXi 6.7 and later (WM version 14)

CANCEL BACK NEXT
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Customize hardware is next. Set the virtual hardware based on your desktop workload
requirements. Click Next to continue.

New Virtual Machine

1Select a creation type Customize hardware
2 Select a name and folder Configure the virtual machine hardware

3 Select a compute resource

4 Select storage Virtual Hardware VM Op
5 Select compatibility

6 Select a guest OS

7 Customize hardware

7 customizs nertware [ 5 0

A N S N Y

Memory * 16 GB

New Hard disk * 120 GB

New SCSi controller * LSl Logic SAS

New Network ® WM Network | Connect
New CD/DVD Drive * Client Device

New USB Controller USB 3.0

Video card * Specify custom settings

-

CANCEL BACK NEXT

Review the New Virtual Machine configuration prior to completion. Click Finish when ready.
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New Virtual Machine

+ 1Select a creation type Ready to complete
+ 2 Select a name and folder Click Finish to start creation.
+ 3 Select a compute resource
+ 4 Select storage
v 5 Select compatibility Provisioning type w virtual machine
¥ 6 Selecta guest 05 Virtual machine name Win10-1709
+ 7 Customize hardware
8 Ready to complete Folder Datacenter
Host 10.19.203.76
Datastore datastorel
Guest OS name Microsoft Windows 10 (64-bit)

Virtualization Based Security | Disabled
CPUs 8

Memory 16 GB

<

Compatibility: ESXi 6.7 and later (VM version 14)

CANCEL | BACK ‘ FINISH

The new virtual machine container has now been created.

9.2 INSTALLING WINDOWS

Use the following procedure to install Windows on the virtual machine:

1. Select the virtual machine, right click on the virtual machine and select Edit Settings.
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v G 10.19.203.106
w Datacenter
v [l SAE Lab

<) @ Win10-1709

—_—

Summary Monitor

Powered Off

(it < i
&
& wWinlo-1709

Recent Tasks Alarms
Task Name ~

Create virtual machine

Locate the CD/DVD entry under the Virtual Hardware tab. Select the arrow drop down to

| [§1 Actions - wino-1709

Power

Guest 05

Snapshots
@ Open Remote Conszole
55 Migrate...

Clone

Fault Tolerance

WM Policies

Templats

Compatibility

Mowe to folder..
Rename...
Edit Notes...

Tags & Custom Attributes

Creating your first vGPU Virtual Desktop

ACTIONS v
Configure

Guest OS:
Compatibility:

VMware Tools:

DMNS Name:
IP Addresses:
Host:

P
&7

ompleted

Permissions D
Microsoft Windows
ESXi 6.7 and later (v

Mot running, not inst
More info

[ sAE Lab
[ 1019.203.76

& VM Network

& datastoret
~ Initiator
VSPHERE.LC

reveal data sources for the CD/DVD media. (In this example a Datastore ISO file will be used.)
Check the Cconnect checkbox for €D/DVD drive 1. This will connect the ISO file to the VMs virtual

CD/DVD drive.
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Edit Settings | winto-709 >
Virtual Hardware VM Options

ADD NEW DEVICE

cPU 8 i
Memory 16 GB

Hard disk 1 120 GB

SCSI controller 0 LSl Logic SAS

Network adapter 1 VM Network ¥ Connect...
CD/DVD drive 1 Client Device ®

Client Device
USE xHCl controller Datastore ISO File

Content Library I1SO File

Video card Specify custom settings

VMCI device Device on the virtual machine PCl bus that provides support for the

virtual machine communication interface

SATA controller O AHCI

Other Additional Hardware

Toggle the carrot next to the CD/DVD drive 1 icon to reveal the details of the virtual device.
For Status check the Connect At Power On checkbox. This will connect the ISO file to the VM’s
virtual CD/DVD drive during boot up. Next Click on the Browse button for the CD/DVD Media.
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Edit Settings = wino-1709

Virtual Hardware VM Options

» CPU

Memory

Hard disk 1

SCSl controller O

Network adapter 1

<

CD/DVD drive 17

Status

CD/DVD Media

Device Mode

Virtual Device Node

USB xHCI controller

Video card

VMCI device

SATA controller O

ADD NEW DEVICE

8 ~ i ]

120 GB v

LSl Logic SAS
VM Network ¥ Connect..

Datastore ISO File ®

’z‘ Connect At Power On

BROWSE...

[datastorel] Share/en_wir

SATA controller @ ~ SATA(0:0) CD/DVD drive 1 ~

USB 3.0

Specify custom settings ~

Device on the virtual machine PCl bus that provides support for the

virtual machine communication interface

AHCI 7

Navigate to and select the OS ISO file to be used for installation. Click OK to select the 1SO.

Select File
Datastores

v [ datastorel
> [ sddsf

> CJ H0ATA__ Samsung_SSD_850_E
> EJAD

> EJcoMm

» EJcs

> Edreplica-7hc7254¢-70cd-4da7-b4b1-2..
> [JShare

> EJsGL

> EVM-01

> £ vmkdump

> B3O vMware vCenter Server Appliance

> CJWinlo

> EIWin10-1709

> CJWinsrv2012

File Type: |ISO Image (*.is0) ¥

Contents Information

[& en_sal_server_2012_enterprise_xB6_x64.is0 | Name: en_windows_10_multi-

. edition_vl_version_1709_updated_sept_21
{5 en_windows_10_multi- - S - - - -
5 en_windows_10_ Size:4.25 GB
edition_version_1709_updated_sept_2017_x64_d" Modified-08/03/2018, 10-09-46 PM

@ en_windows_10_multi- Encrypted: No
edition_vi_version_1709_updated_sept_2017_x64

en_windows_10_multiple_editions_version_1703_v
en_windows_server_2012_r2_vi_with_update_x64

@ VMware-VCSA-all-6.7 0-8217866.is0

Right-click the virtual machine, and then select Power>Power On to start the virtual machine

and boot from the .ISO to install the operating system.
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The virtual machine boots from the selected .ISO.

If you are creating a new virtual machine and using the vSphere Web Client's VM console
functionality, then the mouse may not be usable within the virtual machine until after the both the
operating system and VMware tools have been installed.

Perform a Custom (fresh) installation of Windows 10 on the virtual machine.
During installation, Windows reboots the VM several times.

Disconnect the .I1SO from the VM when Windows is done installing.

Go through the initial Windows setup wizard to name the computer, create a local account,
set the time-zone, choose update installation policy, etc.

Windows 10 is now installed on the virtual machine.

9.3 INSTALLING VMWARE TOOLS ON THE VM

After Windows completes the initial installation and configuration process, the next step is to
install VMware Tools on the virtual machine.

1. Select the Summary tab from the virtual machine console.

Click the Install VMware Tools link in the yellow bar.
The Install VMware Tools window displays.
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vm vSphere Client Menu v

SPHERE LOCAL v

g8 @ B Win10-1709 | actionsv
G 10.19.203.106 Summary Monitor COI’T”QU re Permissions Datastores Networks
[R Datacenter —

Microsoft Windo

[J sAE Lab

G O CPU USAGE

6 oen e ESXi 6.7 and later (\ 4 TR D
D o1920278 ools: Not running, not installed
4 More info MEMORY USAGE
: 0 7sacB
' T _ STORAGE USAGE
[ | A7 0.19.203.76 |_‘ 16.67 GB
(

C

s A VMware Tools is not installed on this virtual machine
5 Win10-1709

Click Install VMware Tools.

Back in the virtual machine console, Windows 10 detects the CD image and the AutoPlay

window should open. If not, browse to the virtual CD-ROM in the virtual machine and access
it manually.

Install VMware Tools X

VMware Tools includes drivers to impre

raphics, mouse, networking, and

ual devices.

Click Mount to mount th

disk image with VMware Tools on the virtual CD/DVD

rtual machin go to the consale to run the VMware Tools

d from the virtual

Click Cancel if the guest OS is not running. The guest OS of the virtual machin

CANCEL ‘ MOUNT

o

must be running to install VMware Tools.

DVD Drive (D:) VMware Tools

Choose what to do with this disc.

Recycle Bin

Picture Tools

Home Share  View Manage Install or run program from your media

v @ » DVD Drive (D) VMware Tools

~ .ﬁ'l Run setupbd exe
MName Diate modifiy D ikl d by VMware. Inc
s Quick access ublished by VMware, Inc.

~ Files Currently on the Disc (7)
[ Desktop Oth .
er choices
’ Downloads Program Files
it -

% Documents @ sutorun Open folder to view files

]

| auterun File Explon
=] Pictures File Explorer

=] manifest

Music = N
J & setup Take no action
m Videos {48 setupbd
[ Thic PC [5] VMwareToolsUpgrader

[ DVD Drive (D:) VMwa
‘i Local Disk (C:)

¥ Network
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Click Run setup.exe or setup64.exe.
The User Account Control popup may display.

User Account Control

Do you want to allow this app to make
changes to your device?

(9] VMware Tools

Verified publisher: VMware, Inc.
File origin: CD/DVD drive

If UAC prompts, then click Yes.

The installer begins, click Next.

]‘E VMware Tools Setup

Welcome to the installation wizard for
VMware Tools

The installation wizard will install VMware Tools on your
computer. To continue, dick Next.

Copyright 1998-2017 {c) YMware, Inc. All rights reserved.
This product is protected by copyright and intellectual
property laws in the United States and other countries as
well as by international treaties. YMware products are
covered by one or more patents listed at

http: /fwww . vmware, comgo/fpatents,

When prompted, select Complete installation, click Next, and accept all defaults.
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1 VMware Tools Setup = X

Please select a setup type.

O Typical

] Installs the program features used by this VMware product only., Select
this option if you intend to run this virtual machine only with this
YMware product.

nstalls all program features. Select this option if you intend to run this
virtual machine on multiple YMware products.

@] Custom

Lets you choose which program features to install and where to install
them. Only advanced users should select this option.

< Back Mext = Cancel

When prompted, select Install to begin installation:

ﬁ VMware Tools Setup - *

Click Install to begin the installation. Click Back to review or change any of your
installation settings. Click Cancel to exit the wizard.

< Back Install Cancel

Click Finish in the VMware Tools installer and reboot the virtual machine when prompted. This
reboot is critical to ensure the tools are now the loaded drivers.
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# VMware Tools Setup — X

Completed the VMware Tools Setup Wizard

Click the Finish button to exit the Setup Wizard.

< Back Cancel

VMware Tools is now installed on the virtual machine

9.4 ADDING THE GOLDEN MASTER TO THE DOMAIN

By joining the VM to the Windows Active Directory domain you are then able to manage it as
you would any physical desktop in the domain.

Customize Windows on the virtual machine as follows:
» Join the domain
» Add appropriate Domain groups to Local Administrators

Adding a VM to the domain:

1. Onthe VM, go to Control Panel, System and Security, System
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3 system

Control Panel Home

& Device Manager Windows edition

& Remote settings Windows 10 Pro N
&) System protection

G Advanced system settings rights reserved.

System
Processorn
Installed memory (RAM):
System type:

Pen and Touch:

Computer name:
Full computer name:
Computer description:

Workgroup:

Windows activation

See also

Security and Maintenance

« « 4 E s Control Panel » System and Security » System

View basic information about your computer

© 2017 Microsoft Corporation. All

Computer name, domain, and workgroup settings

Windows is not activated. Read the Microsoft Software License Terms

Product ID: 00331-60000-00000-AAT37

- a >

Search Control Panel 0

v O

am Windows10

Intel(R) Xeon(R) CPU E3-2667 v4 @ 3.20GHz 3.20 GHz (2 processors)
2.00 GB

64-bit Operating System, x64-based processor

No Pen or Touch Input is available for this Display

GChange settings

DESKTOP-MCHEFLP
DESKTOP-MCHEFLP

WORKGROUP

W Activate Windows

2. This brings up the System Properties window, on the Computer Name tab click Change:

System Properties
Computer Name

>

= on the network.

Hardware Advanced System Protection

Remote

Windows uses the following information to identify your computer

Computer description: |
For example: "Kitchen Computer” or "Mary's
Computer”.

Full computer name: DESKTOP-NCHEFLP

Workgroup: WORKGROUP

To use a wizard to join a domain or workgroup, click

Network 1D. Network ID...

To rename this computer or change its domain or

waorkgroup, click Change. ST

Cancel Apply

3. Onthe Computer Name/Domain Changes window, enter in an appropriate Computer
name, then Domain name, and click OK. Our chosen naming is shown below, use what

is appropriate for your POC/trial.
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Computer Name/Domain Changes > lmate
You can change the name and the membership of this compLter :
computer. Changes might affect access to network resources.
Computer name: ary's
Win10 |
Full computer name:
Win10
More.. | fiiD...
Member of
(®) Domain: |
|griu:|.::u:um| | e
() Workgroup:
WORKGROUP '
1
e
QK Cancel Apply

4. A security window pops up, fill in your specific domain administrator credentials and

click OK:

Windows Security

Computer Name/Domain Changes

Enter the name and password of an account with permission
to join the domain.

‘ administrator ‘

9

S80S

0K Cancel

5. On successful authentication you will see the following welcome pop-up showing your
VM is now on the domain (the domain name should reflect your domain information):
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Computer Name/Domain Changes >

o Welcome to the grid.com domain.

6. Click OK and the VM needs to reboot to complete the process, click OK again and the
VM reboots immediately.

Computer Name/Domain Changes

You must restart your computer to apply
these changes

Before restarting, save any open files and close all
programs.

9.5 INSTALLING HORIZON AGENT

You need to install the correct version of the Horizon Agent for your virtual machine:

't Eavorites Mame Date modified Type
B Desktop [Lh VMware-viewconnectionserver-x86_64-7.5.1-9122465 8/7/2018 11:58 AM Applic
4 Downloads (L5 Vhware-viewconnectionserver-x86_64-7.5.0-8583568 18 1:44 PM Applic
£l Recent places [Lh VMware-viewcomposer-7.5.1-8971623 18 11:38 AM Applic
L) VMware-viewcomposer-7.5.0-8463271 18 1:42 PM Applic

% This PC 115 VMware-viewagent-x86_64-7.5.1-9182637 18 11:58 AM Applic
 Desktop |L) VMware-viewagent-direct-connection-x86_64-7.5.1-9122465 181 M Applic

| Documents 115 VMware-viewagent-direct-connection-7.5.0-8523568 18 1:42 PM Applic

4 Downloads [Lh VMiware-viewagent-7.5.0-8584427 18 1:43 PM Applic

o Music i) VMware-Horizon-Extras-Bundle-4.8.0-8519436 8/3/2018 1:41 PM Comg

» For 32-bit virtual machines: VMware-viewagent-7.5.1-9182637.exe

» For 64-bit virtual machines: VMware-viewagent-x86_64-7.5.1-9182637.exe

Use the following procedure to install Horizon Agent on the virtual machine:

1. Launch the installer.
The Welcome window displays.
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ﬁ WMware Horizon Agent

VMware Horizon™

Agent

Welcome to the Installation Wizard for
VMware Horizon Agent

The installation wizard will install YMware Horizon Agent on
your computer. To continue, dick Next.

Copyright © 1998-2018 YMware, Inc. All rights reserved. This
product is protected by U.5. and international copyright and
intellectual property laws. YMware products are covered by
one or more patents listed at

http: ffwww, vmware. com/go/patents.

Product version: 7.5.1-3182637 x54 < Back Cancel

Click Next to proceed.

The License Agreement window displays.
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1 VMware Horizon Agent it

License Agreement

Please read the folowing license agreement carefully.

VMWARE END USER LICENSE AGREEMENT =

PLEASE NOTE THAT THE TERMS OF THIS END USER
LICENSE AGREEMENT SHALL GOVERN YOUR USE OF
THE SOFTWARE, REGARDLESS OF ANY TERMS THAT
MAY APPEAR DURING THE INSTALLATION OF THE
SOFTWARE.

(®) I accept the terms in the license agreement

()1 do not accept the terms in the licenze agreement

Check the I accept the terms in the license agreement radio button, click Next to proceed.

Network protocol configuration window appears, choose the appropriate network protocol,
typically this is IPv4, and click Next to proceed:

5 VMware Horizon Agent X

Network protocol configuration m
Select the communication protocal ;_E‘

Specify the protocol to be used to configure this Horizon Agent instance:

IPva This agent will be configured to choose the IPv4 protocol for establishing
all connections.

= =

The Custom Setup window displays.
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ﬁ VMware Horizon Agent

Custom Setup

Select the program features you want installed.

Click on an icon in the list below to change how a feature is installed.

Feature Description
VMware Horizon Agent core functionality

USB Redirection

WMware Virtualization Pack for !
WMware Horizon View Compose
Real-Time Audio-Video

WMware Horizon Instant Clone
Client Drive Redirection

Virtual Printing hd This feature requires 252MB on your hard
< > drive,
Install to:
C:'Program Files\WMware\WMware View\Agent) Change...

Help Space < Back Cancel

Accept all defaults values by clicking Next.

Enable remote desktop capability if prompted to do so.

ﬁ VMware Horizon Agent

Ramok ktop Protocol Confi

ion

The following infarmation is used to configure the Remote Desktop feature

VMware Horizon Agent requires the Remote Desktop support to be turned on. Firewall
exceptions will be added for the RDP port #3389 and the View Framework channel £32111.
What would you like to do?

®@g

(O Do not enable the Remote Desktop capability on this computer

<ok cancel

The Ready to install the program window displays.
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# VMware Horizon Agent *

Ready to Install the Program
The wizard is ready to begin installation.

WMware Horizon Agent will be installed in:

C:\Program Files\WMware\WMware View\Agent),

Click Install to begin the installation or Cancel to exit the wizard.

Canes

Click Install to proceed

Horizon Agent installs on the virtual machine and the Installer Completed window displays when

the installation process concludes.

ﬁ VMware Horizen Agent

Installer Completed

The installer has successfully installed VMware Horizon Agent.
Click Finish to exit the wizard.
VMware Horizon ™

Agent

< Back Cancel

Click Finish to exit the installer.

Reboot the virtual machine when prompted to do so.
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VMware Horizon Agent is now installed on the virtual machine

9.6 INSTALLING HORIZON DIRECT CONNECTION

For debugging purposes while configuring VM’s with vGPU, install the correct version of

Horizon Direct Connection agent for your virtual machine, it is provided with the Horizon 7.5

code:

» For 32-bit virtual machines: VMware-viewagent-direct-connection-7.5.1-9122465.exe

» For 64-bit virtual machines: VMware-viewagent-direct-connection-x86_64-7.5.1-

9122465.exe

Use the following procedure to install Horizon Direct Connection on the virtual machine:

1. Launch the installer.

i Favorites
B Desktop
& Downloads

| Recent places

1% This PC
m Desktop
| Documents
& Downloads

W Music

Name

'L VMware-viewconnectionserver-x86_64-7.5.1-9122465
,j VMware-viewconnectionserver-x86_64-7.3.0-8583568
'L VMware-viewcomposer-7.5.1-8971623
[Lh VMware-viewcomposer-7.5.0- 8463271
[Lh VMware-viewagent-x86_64-7.5.1-182637
1L VMware-viewagent-direct-connection-x86_64-7.5.1-9122465
[Lh VMware-viewagent-direct-connection-7.5.0-2583568
1L VMware-viewagent-7.5.0- 8584427
1) VMware-Horizon-Extras-Bundle-4.8.0-8519436

2. Click Next to proceed.

Date modified
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ﬁ VMware Horizon Agent Direct-Connection Plugin Setup — *

Welcome to the Installation Wizard for VMware
Horizon Agent Direct-Connection Plugin

The Setup Wizard will install vMware Horizon Agent
Direct-Connection Plugin on your computer. Click Next to
continue or Cancel to exit the Setup Wizard,

VMware Horizon™

Copyright () 1998-2018 YMware, Inc. All rights reserved.

View Agent Direct- Thids proﬁuct islprotectedlb\,r U.5. and interl;ah’onal copyrighid:
. . and intellectual property laws. WMware products are covere

Connection P|Ugll'l by one or more patents listed at

http: {fwww.vmware. comfgo /patents.

Product version: 7.5.1,9122465 Back Cancel

Check the I accept the terms in the license agreement radio button. Click Next to continue.

*ﬁ] YMware Horizon Agent Direct-Connection Plugin Setup - X

End-User License Agreement

Please read the following license agreement carefully

VMWARE END USER LICENSE AGREEMENT &

PLEASE NOTE THAT THE TERMS OF THIS END USER
LICENSE AGREEMENT SHALL GOVERN YOUR USE
OF THE SOFTWARE, REGARDLESS OF ANY TERMS
THAT MAY APPEAR DURING THE INSTALLATION OF
THE SOFTWARE.

A1 accept the terms in the License Agreement

Print Back Cancel

Enter port number 443 in the Listen for HTTPS connections field. Check the Configure Windows
Firewall automatically checkbox. Click Next to proceed.

NVIDIA vGPU™ Deployment Guide for VMware Horizon 7.5 on VMWARE vSphere 6.7 | 181



Creating your first vGPU Virtual Desktop

ﬁ WMware Horizon Agent Direct-Connection Plugin Setup >

Configuration Information

Please specify port information

VMware Horizon Agent Direct-Connection Plugin requires that a firewall exception is added in
order to accept remote connections on the specified TCP part number, If Windows Firewall is
enabled, the installer can automatically add this for you.

Listen for HTTPS connections on the following TCP port:
E

Configure Windows Firewall automatically

The default HTTPS port is 443; however, you may use a different port if desired.

The Ready to install the program window displays. Click Install to proceed.

‘ﬁ VMware Horizon Agent Direct-Connection Plugin Setup - X

Ready to install VMware Horizon Agent Direct-Connection Plugin

Click Install to begin the installation. Click Back to review or change any of your
installation settings. Click Cancel to exit the wizard.

Back Install Cancel

Click Finish to exit the installer, and then reboot the virtual machine when prompted to do so.

NVIDIA vGPU™ Deployment Guide for VMware Horizon 7.5 on VMWARE vSphere 6.7 | 182



Creating your first vGPU Virtual Desktop

ﬁ] VMware Horizon Agent Direct-Connection Plugin Setup — X

Completed the VMware Horizon Agent
Direct-Connection Plugin Setup Wizard

Click the Finish button to exit the Setup Wizard.

VMware Horizon™

View Agent Direct-
Connection Plugin

Test Direct Connection using latest VMware Horizon Client by adding a server, entering the IP
address of the virtual machine, and logging on to the virtual machine with the appropriate
credentials when prompted.

Horizon Direct Connection is now installed on the virtual machine

9.7 OPTIMIZING WINDOWS

The VMware OS Optimization Tool helps optimize Windows 7/8/2008/2012/10 systems for
use with VMware Horizon View. The optimization tool includes customizable templates to
enable or disable Windows system services and features, per VMware recommendations and
best practices, across multiple systems. Since most Windows system services are enabled by
default, the optimization tool can be used to easily disable unnecessary services and features
to improve performance.

https://labs.vmware.com/flings/vmware-os-optimization-tool

You can perform the following actions using the VMware OS Optimization Tool:
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e Local Analyze/Optimize

e Remote Analyze

e  Optimization History and Rollback

e Managing Templates

Review the VMware Horizon Optimization Guide for Windows for OS-specific tweaks. This

document is available from

https://www.vmware.com/content/dam/digitalmarketing/vmware/en/pdf/techpaper/vmware-

view-virtual-desktops-windows-optimization.pdf

Do not run the batch files recommended in this document without understanding the changes they
make, as they may disable more functionality than anticipated.

To install the optimizer:

1. Download and then browse to the folder containing the VMware OS Optimizer Tool,
double click on VMwareOSOptimizerTool.exe to run it.

- = | VMwareQSOptimizationTool_b1100_9320843
Fa Home Share Vie
“ v 4

» ThisPC » Downloads » VMwareOSOptimizationTool_b1100_9320643
Name

Date modified Type Size

s Quick access
B Desktop
<4 Downloads

[£ Documents

o VMwareOSOptimizationTool 7 8
[7] VMwareOSOptimizationTeol.exe.config

CONFIG File

&= Pictures

Application 1255

€

v & | Search VMwareOSOptimizatio... ©

0 KB
1KB

The tool opens and displays the Analyze tab with System Information, click the Analyze button

at the bottom left to begin:
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Optrmczations Destrption Erpected Rasult
Appy HKEU Settings 10 Registry (80 2emss)

WO E YRR RERRERE

Campabity Euport Aralyss Result

Choose Template you like, here we chose Win10 — LoginVSI, you can also create your own
template

Upon completion the main window will show the results, and there is now an Optimize button
at the bottom left:

8 VWmeee 05 Optimiaation Tool 2018

#f VIMWare' os Optimization Tool

Apply HKCU Sevsings to Registry (23 items)

TEREEEAEE &S

T
EoE®:E

“N-N-N]

G-l
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Scroll through and select or deselect any of the optimizations depending on your needs, we
chose the defaults. Click Optimize and the tool will run the selected scripts to optimize the
workstation:

o

#f VIMWare' os Optimization Tool

Apply HKCU Settings to Registry (23 e

The results page shows once the process is complete:

o Wware 05 Optimizstion Tool 2018 - a x
#f VIMWare' os Optimization Tool

=) Apply HKLM Settings. (27

success
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9.8 ADDITIONAL VIRTUAL MACHINE SETTINGS

1. Perform the following additional tasks on the virtual machine as required:

To evaluate browser-based HTMLS5 applications, consider using newer browsers that utilize hardware
acceleration within virtual desktop environments.

e Turn Off Windows Firewall for all network types.

CAUTION: THESE INSTRUCTIONS ASSUME THAT THE VM IS BEING USED AS A PROOF-OF-CONCEPT
ONLY AND THAT DISABLING THE FIREWALL WILL THEREFORE POSE ONLY A MINIMAL SECURITY
BREACH. ALWAYS FOLLOW YOUR ESTABLISHED SECURITY PROCEDURES AND BEST PRACTICES WHEN
SETTING UP SECURITY FOR A PRODUCTION MACHINE OR ANY ENVIRONMENT THAT CAN BE
ACCESSED FROM OUTSIDE YOUR NETWORK.

Shut down the virtual machine once this is completed

Close the remote console; this will not be functional when vGPU is configured.

Take a snapshot of the virtual machine to preserve your work. Label this snapshot pre-vGPU, and
revert to it if you encounter any problems going forward, such as driver issues

9.9 ENABLING THE NVIDIA VGPU

Use the following procedure to enable vGPU support for your virtual machine (you must edit
the virtual machine settings):

NVIDIA vGPU™ Deployment Guide for VMware Horizon 7.5 on VMWARE vSphere 6.7 | 187



Creating your first vGPU Virtual Desktop

1. Power down the virtual machine.

Click on the VM in the Navigator window. Right click the VM and Edit Settings.

vm vSphere Client

g8 @9 5 Win10-1709 | actions v

v [ 10.19.203.106 Summary Moniter Configure Permissions Datastores Networks
[ Datacenter j—
« [ 52 Lab Microsoft Windows 10 (64-bit) CPU USAGE
a ESXi 6.7 and later (VM vers a O Hz
-
i 101920376 N . VMware Tools: Not running, version-103 nt)
an Powered Of o—— MEMORY USAGE
4 DNS Name: [ oB
] IP Addresses: STORAGE USAGE
Actions - Wini0-1709 st 10.19.203.76 s
| {5 Actions - wi Ho: 012.20376 8 gs7GB
Power o8y
Guest 05 >
B wini 70 Smapshots » e Notes ~
[ Open Remote Console Edit Notes.
~
@ Migrate.
[ sae Lab Custom Attributes ~
Clone
Aribute Value
19.203.76
Fault Tolerance » 0 101220376
VM Policies . EERVMINE hrork
Template > 3 aatastore
Compatibility >
>
5 Edit Settings ~
No ftems to display
Move to folder.
Recent Tasks  Ala v
Ri— Rename
Task Name v v Infiator ~  Queued For v | s@nTime | v CompletionTime v Server v
Edit Notes
Tags & Custom Attributes >
Add Permission.
Remove from Inventory
»
Al v Delete from Disk More Tasks

The Edit Settings dialog appears.
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Edit Settings  winio-1709

Virtual Hardware VM Options

CPU

Memory

Hard disk 1

SCSI controller 0

Network adapter 1

CD/DVD drive 1

USB xHCI controller

Video card

VMCI device

SATA controller 0

Other

ADD NEW DEVICE

8 ~ i ]

LSI Logic SAS

VM Network v ¥ Connect...
Client Device v

UsB 3.0

Specify custom settings

Device on the virtual machine PCl bus that provides support for the

virtual machine communication interface

AHCI

Additional Hardware

Click on the New Device bar and select Shared PCI device.

Edit Settings | winto-1708

Virtual Hardware VM Options

~

~

~

v

~

~

~

v
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CPU

Memory

Hard disk 1

SCSl controller O

Network adapter 1

CD/DVD drive 1

USB xHCI controller

Video card

VMCI device

SATA controller O

Other

ADD NEW DEVICE

CD/DVD Drive

[:] ~
Host USB Device
8 GB v Hard Disk
RDM Disk
N Existing Hard Disk
LSl Logic SAS Network Adapter

SCSI Controller
USE Controller
SATA Controller
NWDIMM

NWMe Controller
Shared PCl Device
PCI Device

VM Network ~

Client Device N

USB 3.0

Specify custom settings +

Device on the virtual machine PCl bus that provides support for the

virtual machine communication interface

AHC!

Additional Hardware
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Click on Add to continue

Edit Settings | wino-1709 %
Virtual Hardware VM Options

ADD NEW DEVICE

cPU 8 L]

Memory 8 GB

Hard disk 1

SCSI controller 0 LSl Logic SAS

Network adapter 1 VM Network # Connect..

CD/DVD drive 1 Client Device

USB xHCI controller USB 3.0

Video card Specify custom settings

VMCI device Device on the virtual machine PCl bus that provides support for the
virtual machine communication interface

SATA controller 0 AHCI

Other Additional Hardware

cANCED “

The new PCI device will show the NVIDIA GRID vGPU device has been added.
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Edit Settings = winto-1709 X
o
cPU 3 0
Memory 8 GB
Hard disk 1
SCSI controller O LSI Logic SAS
Network adapter 1 VM Network ¥ Connect
CD/DVD drive 1 Client Device
USB xHCI controller USB 30
~ New PCl device A\ NVIDIA GRID vGPU ~
GPU Profile grid_p40-8g
AWarlwg The VM will not power on until its memory reservation
uals its memory sizes
Reserve all memory
& Note Some virtual machine operations are unavailable when
PCI/PCle passthrough devices are present. You cannot suspend,
migrate with vMotion, or take or restore snapshots of such virtual
machines
Video card Specify custom settings
VMCI device Device on the virtual machine PCl bus that provides support for the
virtual machine communication interface ~

Use the GPU Profile selection bar to configure the GPU. Click Reserve all memory!
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Edit Settings | winto-1709 X
-
cPU 8 LiJ
Memory * 8 GB
Hard disk 1
SCSI controller 0 LSl Logic SAS
Network adapter 1 WM Network ¥l Connect
€D/DVD drive 1 Client Device
USB xHCI controller USB30
New PCl device NVIDIA GRID wGPU
GPU Profile grid_p40-24qg
grid_p40-8q
grid_p40-8a
grid_p40-6q
grid_p40-6a
grid_p40-4q
grid_p40-4a
grid_p40-3q
Video card grid_p40-3a ttings
grid_p40-2q
VMCI device grid_p40-2b4 5l machine PCl bus that provides support for the
grid_p40-2i pmunication interface
grid_p40-2a
SATA controller 0 grid_p40-24q
grid_p40-24a
grid_p40-1g
Other arid_p40-1b e .
grid_p40-1a

grid_p40-12q

grid_me0-8q ~

Click oK to complete the configuration.

9.10 SWITCHING THE MODE ON A TESLA M60 OR M6

Tesla M60 and M6 GPUs support compute mode and graphics mode. NVIDIA vGPU requires
GPUs that support both modes to operate in graphics mode.

Note: Only Tesla M60 and M6 GPUs require and support mode switching. Other GPUs that
support NVIDIA vGPU do not require or support mode switching.

Recent Tesla M60 GPUs and M6 GPUs are supplied in graphics mode. However, your GPU
might be in compute mode if it is an older Tesla M60 GPU or M6 GPU, or if its mode has
previously been changed.
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If your GPU supports both modes but is in compute mode, you must use
the gpumodeswitch tool to change the mode of the GPU to graphics mode. If you are unsure
which mode your GPU is in, use the gpumodeswitch tool to find out the mode.

For more information, see gpumodeswitch User Guide.

9.11 DISABLING ECC MEMORY

Tesla M60, Tesla M6, and GPUs based on the Pascal GPU architecture, for example Tesla P100
or Tesla P4, support error correcting code (ECC) memory for improved data integrity. Tesla
M60 and M6 GPUs in graphics mode are supplied with ECC memory disabled by default, but it
may subsequently be enabled using nvidia-smi. GPUs based on the Pascal GPU architecture
are supplied with ECC memory enabled.

However, NVIDIA vGPU does not support ECC memory. If ECC memory is enabled, NVIDIA
vGPU fails to start. Therefore, you must ensure that ECC memory is disabled on all GPUs if you
are using NVIDIA vGPU.

Before you begin, ensure that NVIDIA Virtual GPU Manager is installed on your hypervisor.

Use nvidia-smi to list the status of all GPUs, and check for ECC noted as enabled on GPUs.

# nvidia-smi -q

::::::::::::::NVSI\/“ LOG::::::::::::::
Timestamp : Tue Dec 19 18:36:45 2017
Driver Version :384.99

Attached GPUs 01

GPU 0000:02:00.0

[...]

Ecc Mode
Current : Enabled
Pending : Enabled

[...]
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1. Change the ECC status to off on each GPU for which ECC is enabled.

o If you want to change the ECC status to off for all GPUs on your host machine, run
this command:

# nvidia-smi -e 0
o If you want to change the ECC status to off for a specific GPU, run this command:

# nvidia-smi -iid -e 0

id is the index of the GPU as reported by nvidia-smi.

This example disables ECC for the GPU with index 0000:02:00.0.
# nvidia-smi -i 0000:02:00.0 -e 0

2. Reboot the host.
3. Confirm that ECC is now disabled for the GPU.

# nvidia—smi —q

Timestamp : Tue Dec 19 18:37:53 2017
Driver Version :384.99
Attached GPUs 01

GPU 0000:02:00.0
[...]

Ecc Mode
Current : Disabled
Pending : Disabled

[...]

If you later need to enable ECC on your GPUs, run one of the following commands:

e If you want to change the ECC status to on for all GPUs on your host machine, run this
command:

# nvidia-smi -e 1
e If you want to change the ECC status to on for a specific GPU, run this command:

# nvidia-smi -i id -e 1
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id is the index of the GPU as reported by nvidia-smi.

This example enables ECC for the GPU with index 0000:02:00.0.
# nvidia-smi -i 0000:02:00.0 -e 1

After changing the ECC status to on, reboot the host.

9.12 INSTALLING NVIDIA DRIVER IN WINDOWS
VIRTUAL DESKTOP
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Start the virtual machine, and then connect to it using either VMware Remote Console
through the vSphere Web Client or VMware Horizon Client (via Direct Connection).
(When connected, a popup warning requesting that you restart the computer to apply
changes will display the first time it is booted after enabling the NVIDIA GRID vGPU.)

Click Restart Later to continue booting the virtual machine.

CAUTION: DO NOT RESBOOT THE VIRTUAL MACHINE IF YOU HAVE OLDER NVIDIA DRIVERS
INSTALLED. DOING THIS WILL CAUSE A BLUE SCREEN.

Log into Windows and open the Device Manager.
The Standard VGA Graphics Adapter displays in the Display adapters section of the Device Manager
with an exclamation point by it to indicate a driver problem. This is normal.

71" Win10-1709 - ViMware Remote Console - a x

wic - | Il - B 1 >3 ) T @

& Device Manager

File Action View Help
e D EHT B EXE

~ ¥ win10
i Audic inputs and outputs

B Batteries

[ Computer

s Disk drives

[ Display adapters
A Microsoft Basic Display Adapter
[ VMware SVGA 3D

<& DVD/CD-ROM drives

B Humean Interface Devices

== IDE ATA/ATAPI controllers

3% Imaging devices

E= Keyboards

[ Mice and other pointing devices

[ Menitors

I Network adapters

4 Print queues

I3 Processors

B Software devices

i Sound, video and game controllers

& Storage centrollers

£ System devices

§ Universal Serial Bus controllers

Locate the NVIDIA driver and double-click the Setup icon to launch it. (Recommendation: Have
the software on a share volume that can be mounted by the VM for quick access.).
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= | Downloads
Home Share View

v 4 & s ThisPC > Downloads » ~|®) | Search Downloads
Name Date modified Type
# Quick access
VMwareOSOptimizationTaol_b1100_9320643
[ Desktop
B 391.81_grid_win10_server2016_64bit_internationsl Application
- Downloads {2 VMware-viewagent-7.5.0-8584427 Application

Application

File folder

% Documents

{25 VMware-viewagent-direct-connection-7.5.0-8583562

= Pictures b VMware-viewagent-direct-connection-x86_64-7.5.0-8533568
B Music b VMware-viewagent x86_564-7.5.0-8584427 AM  Application
B videos

Application

Zda OneDrive
3 This PC

¥ Metwork

Bitems

Click OK to continue install.

- MVIDIA Graphics Driver (391.81) Package

Please enter the folder where you want to save the
NWVIDIA driver files. If the folder does not exist,
it will be created for you.

Extraction path:
[ C:\NVIDIA\391.81 J

oK Cancel |

The NVIDIA software license agreement window displays. Click the AGREE AND CONTINUE
button to proceed.
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NVIDIA Installer - x

nviDla

NVIDIA software license agreement

License Agreement Please read the following NVIDLA software license agreement carefully.

) BEFORE DO
|G THE LICENSE

Click Agree and Continue if you pt the terms of the agreement.

AGREE AND CONTINUE !!ME

The Installation Options window displays. Check the Custom (Advanced) radio button, then click

Next. The Custom installation options window appears.

MNVICHA Installer - >

nviDLA

Upgrades existing drivers and retains current NVIDLA

Options settings.

© Custom (Advanced)

to select the components y ant to install
vides the option for a clean inst:

Note: Some flazhing might occur during the installation.

Check the Perform a clean installation checkbox, and then click Next.
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Options

Creating your first vGPU Virtual Desktop

nviDla

Custom installation options

Select dri omponents:

Component MNews Version  Current Version

Perform a clean installation

N

MVIDIA Installer

Finish

nvibla

NVIDIA Installer has finished

Component “ersion Status
M1 Installed
Ins

aphics Driver In=

) T complete the installation, restart the computer.
o you want to restart now?

Reboot the VM to complete the install.
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After restarting, the mouse cursor may not track properly using VNC or vSphere console. If so, use
View Client to Direct Connect.

9.13 INSTALLING NVIDIA DRIVER IN LINUX VIRTUAL
DESKTOP

e Installation in a VM: After you create a Linux VM on the hypervisor and boot the VM,
install the NVIDIA vGPU software display driver in the VM to fully enable GPU operation.

e Installation on bare metal: When the physical host is booted before the NVIDIA vGPU
software display driver is installed, the vesa Xorg driver starts the X server. If a primary
display device is connected to the host, use the device to access the desktop. Otherwise,
use secure shell (SSH) to log in to the host from a remote host. If the Nouveau driver for
NVIDIA graphics cards is present, disable it before installing the NVIDIA vGPU
software display driver.

Installation of the NVIDIA vGPU software display driver for Linux requires:
e Compiler toolchain

e Kernel headers

1. Copy the NVIDIA vGPU software Linux driver package, for example NVIDIA-Linux_x86_64-
390.75-grid.run, to the guest VM or physical host where you are installing the driver.

2. Before attempting to run the driver installer, exit the X server and terminate all OpenGL
applications.

o On Red Hat Enterprise Linux and CentOS systems, exit the X server by transitioning
to runlevel 3:

[nvidia@localhost ~]S sudo init 3
o On Ubuntu platforms, do the following:
a. Use CTRL-ALT-F1 to switch to a console login prompt.
b. Login and shut down the display manager:

[nvidia@localhost ~]$ sudo service lightdm stop
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3. From a console shell, run the driver installer as the root user.

sudo sh ./ NVIDIA-Linux_x86_64-352.47-grid.run

In some instances, the installer may fail to detect the installed kernel headers and sources.
In this situation, re-run the installer, specifying the kernel source path with the --kernel-
source-path option:

sudo sh ./ NVIDIA-Linux_x86_64-352.47-grid.run \
—kernel-source-path=/usr/src/kernels/3.10.0-229.11.1.el7.x86_64

4. When prompted, accept the option to update the X configuration file (xorg.conf).

Would you like to run the nvidia-xconfig utility to automatically update
your X configuration file so that the NVIDIA X driver will be used when you
restart X7 Any pre-existing X configuration file will be backed up.

Yes) No

NUIDIA Software Installer for Unixs/Linux www ., nvidia.com

5. Once installation has completed, select OK to exit the installer.
6. Verify that the NVIDIA driver is operational.
a. Reboot the system and log in.
b. Run nvidia-settings.
[nvidia@localhost ~]S nvidia-settings

The NVIDIA X Server Settings dialog box opens to show that the NVIDIA driver is
operational.

NVIDIA vGPU™ Deployment Guide for VMware Horizon 7.5 on VMWARE vSphere 6.7 | 201



Creating vour first vGPL] Virtual Deskton

NVIDIA X Server Settings = o x

X Server Information . _‘

X Server Display Configuration

¥ X Screen 0

nVIDIA

X Server XVideo Settings
OpenGL Settings
OpenGL/GLX Information

System Information

Operating System: Linux-x86_64

Antialiasing Settings L 1
NVIDIA Driver Version: 384.66

VDPAU Information
¥ GPU 0 - (GRID P40-6Q)

X Server Information

PowerMizer Display Name: localhost.localdomain:0
DVI-D-0 - (NVIDIA VGX) Server Version Number: 11.0
Application Profiles Server Vendor String: The X.Org Foundation

! Server Vendor Version:  1.17.2 (11702000)
Manage License

nvidia-settings Configuration NV-CONTROL Version: ~ 1.29

Screens: 3

Help Quit

e Installation in a VM: After you install the NVIDIA vGPU software display driver, you can
license any NVIDIA vGPU software licensed products that you are using. For instructions,
refer to Virtual GPU Client Licensing User Guide.

e Installation on bare metal: After you install the NVIDIA vGPU software display driver,
complete the bare-metal deployment as explained in Bare-Metal Deployment.

9.14 LICENSING NVIDIA VGPU

NVIDIA vGPU is a licensed product. When booted on a supported GPU, a vGPU runs at
reduced capability until a license is acquired.

The performance of an unlicensed vGPU is restricted as follows:

e Frame rate is capped at 3 frames per second.

e GPU resource allocations are limited, which will prevent some applications from running
correctly.

NVIDIA vGPU™ Deployment Guide for VMware Horizon 7.5 on VMWARE vSphere 6.7 | 202


https://docs.nvidia.com/grid/latest/grid-licensing-user-guide/index.html
https://docs.nvidia.com/grid/latest/grid-vgpu-user-guide/index.html#bare-metal-use-introduction

Creating your first vGPU Virtual Desktop

e On vGPUs that support CUDA, CUDA is disabled.

e 6.0, 6.1 only: Screen resolution is limited to no higher than 1280x1024.

These restrictions are removed when a license is acquired.

After you license NVIDIA vGPU, the VM that is set up to use NVIDIA vGPU is capable of running
the full range of DirectX and OpenGL graphics applications.

If licensing is configured, the virtual machine (VM) obtains a license from the license server
when a vGPU is booted on these GPUs. The VM retains the license until it is shut down. It then
releases the license back to the license server. Licensing settings persist across reboots and
need only be modified if the license server address changes, or the VM is switched to running
GPU pass through.

Note: For complete information about configuring and using NVIDIA vGPU software licensed
features, including vGPU, refer to Virtual GPU Client Licensing User Guide.

9.14.1 Licensing NVIDIA vGPU on Windows

1. Open NVIDIA Control Panel:

o Right-click on the Windows desktop and select NVIDIA Control Panel from the
menu.

o Open Windows Control Panel and double-click the NVIDIA Control Panel icon.

2. In NVIDIA Control Panel, select the Manage License task in the Licensing section of the
navigation pane.

Note: If the Licensing section and Manage License task are not displayed in NVIDIA Control
Panel, the system has been configured to hide licensing controls in NVIDIA Control Panel. For
information about registry settings, see Virtual GPU Client Licensing User Guide.

The Manage License task pane shows that NVIDIA vGPU is currently unlicensed.
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File Edit Desktop Help

Qi -Q |

Select a Task...

| Manage License

[} 30 Settings
i-Adjust image settings with preview
{-Manage 30 settings ‘You can enable additional features by applying a license
i..5et PhysX Configuration
[ Display
i.Change resolution
I :..Set up multiple displays

License Edition:

&‘fuur system does not have a valid GRID vGPU license.
To access GRID vGPU features, enter license server details and apply.

[Manage
E-Video
i--Adjust video color settings

H Primary License Server:
i..Adjust video image settings

Port Number:

m

Secondary License Server:

Port Number:

Description:

Typical usage scenarios:

System Information — -

3. Inthe Primary License Server field, enter the address of your primaryNVIDIA vGPU
software License Server. The address can be a fully-qualified domain name such
as gridlicensel.example.com, or an IP address such as 10.31.20.45. If you have only one
license server configured, enter its address in this field.

4. Leave the Port Number field under the Primary License Server field unset. The port defaults
to 7070, which is the default port number used by NVIDIA vGPU software License Server.

5. Inthe Secondary License Server field, enter the address of your secondary NVIDIA vGPU
software License Server. If you have only one license server configured, leave this field
unset. The address can be a fully-qualified domain name such as gridlicense2.example.com,
or an IP address such as 10.31.20.46.

6. Leave the Port Number field under the Secondary License Server field unset. The port
defaults to 7070, which is the default port number used by NVIDIA vGPU software License
Server.

7. Click Apply to assign the settings. The system requests the appropriate license for the
current vGPU from the configured license server.

The vGPU within the VM should now exhibit full frame rate, resolution, and display output
capabilities. The VM is now capable of running the full range of DirectX and OpenGL graphics
applications.

If the system fails to obtain a license, see Virtual GPU Client Licensing User Guide for guidance
on troubleshooting.
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9.14.2 Licensing NVIDIA vGPU on Linux

1. Start NVIDIA X Server Settings by using the method for launching applications provided by
your Linux distribution. For example, on Ubuntu Desktop, open the Dash, search for NVIDIA X
Server Settings, and click the NVIDIA X Server Settings icon.

2. Inthe NVIDIA X Server Settings window that opens, click Manage GRID License. The License
Edition section of the NVIDIA X Server Settings window shows that NVIDIA vGPU is currently
unlicensed.

3. Inthe Primary Server field, enter the address of your primary NVIDIA vGPU software License
Server. The address can be a fully-qualified domain name such as gridlicensel.example.com,
or an IP address such as 10.31.20.45. If you have only one license server configured, enter its
address in this field.

4. Leave the Port Number field under the Primary Server field unset. The port defaults to 7070,
which is the default port number used by NVIDIA vGPU software License Server.

5. Inthe Secondary Server field, enter the address of your secondary NVIDIA vGPU
software License Server. If you have only one license server configured, leave this field
unset. The address can be a fully-qualified domain name such as gridlicense2.example.com,
or an IP address such as 10.31.20.46.

6. Leave the Port Number field under the Secondary Server field unset. The port defaults
to 7070, which is the default port number used by NVIDIA vGPU software License Server.

7. Click Apply to assign the settings. The system requests the appropriate license for the
current vGPU from the configured license server.

The vGPU within the VM should now exhibit full frame rate, resolution, and display output
capabilities. The VM is now capable of running the full range of DirectX and OpenGL graphics
applications.

If the system fails to obtain a license, see Virtual GPU Client Licensing User Guide for guidance
on troubleshooting.

9.15 FINALIZING THE INSTALLATION

The final phase of the NVIDIA vGPU configuration is to connect to the virtual machine, verify
settings, and then experience the power of fully virtualized GPU support in your favorite
testing, benchmarking, multimedia, or 2D/3D/animation applications.

Use the following procedure to finalize the installation.
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Record in vSphere Web Client, the IP address assigned to the virtual machine by selecting the
virtual machine, and then selecting the Summary tab.

1. Select the virtual machine in the vSphere Web Client and select the Summary tab.

Find the IP address assigned to the virtual machine by selecting the VM in the Navigator
window and clicking on the Summary tab. The VM’s IP Address will appear in the window.

Menu

& Win10-1709 ACTIONS v
Summary Monitor Configure Permissions Datastores Networks
Guest O5: Microsoft Windows 10 (64-hbit)
mpatibility: ESXi 6.7 and later (WM version 14)
VMware Tools: Running, version:10304 (Current)
More info
DNS Name: win10.grid.com
~ Notes

VM Hardware

The IP address information will only be displayed if the virtual machine has VMware Tools
running and has successfully negotiated an IP address from a DHCP server or when using a

static address.

Start the VMware Horizon Client from the desktop to connect from.

VMware
Horizon
Client

2. Click on Add Server to register a new virtual machine connection.
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LA e L ) L L=

; + Mew Server

m

Enter the IP address of the VDI desktop to connect to in the Hostname field and click Continue.
(You are connecting directly to a desktop, don’t enter the Horizon View Connection Broker
address at this time.)

Vhware Horizon Client

Enter the name of the Connection Server

10,19,203.108

Connect Cancel

Enter the local user name and password (or the domain user and password if the virtual
machine is a domain member) and click Continue.

Login

vmware Haorizon

Server: ﬁ Ritps:/f10. 19,203, 108

User name: | ,ladminish'ator |
Password: | TTITITTIT] |
Dormnair: GRID e

Log into the virtual machine.
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Open Device Manager and confirm that the display adapter is now a vGPU display.

Open Display adapters in Device Manager:

% Device Manager - O X
File Action View Help
e D|HE= B kX

- _.‘._ winl10

i Audio inputs and outputs
@ Batteries
[ Computer
s Dlisk drives
~ [§ Display adapters
& NVIDIA GRID P40-240
O VMware SVGA 3D
= DVD/CD-ROM drives
i Human Interface Devices
== |DE ATA/ATAPI controllers
% Imaging devices
=2 Keyboards
@ Mice and other pointing devices
[ Monitors
Network adapters
=l Print queues
1 Processors
B Software devices
i Seund, video and game controllers
& Storage controllers
3 System devices
§ Universal Serial Bus controllers
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Right click the desktop and select NVIDIA Control Panel.

B NVIDIA Control Panel
File Edit Desktop Help

Q= -O| 0

Selecta Task...

=)~ 3D Settings
Adjust mage settings with preview
Manage 30 settings

=)+ Display
-.Change resalution

Set up multple displays
=)-Licensing
Manage License
=-Video
-.adjust video color settngs
-Adjust video image settings

System Information

Select System Information on the bottom left. Confirm the DirectX, graphics card, and driver

NVIDIA
CONTROL PANEL

versions and select Close when done.

Systemn Information

Display  Components

Detailed information about your NVIDIA hardware and the system it's running on.

System information
Operating system:

Graphics card information

Items

GRID P40-240)

DirectX runtime version:

Windows 10 Pro N, 64-bit

Details

Driver version:
Direct3D APT version:
Direct3D feature level:
CUDA Cores:

Graphics dock:
Memory data rate:
Memory interface:
Memory bandwidth:

Total available graphics ...

<

391.81 "
12

121

3840

1303 MHz

7230 MHz

384-bit

347.04 GBJs

28671 MB v

About

Save Close

NVIDIA.
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If you plan to use this VM as your Goldmaster Image, release the DHCP address before logging
out and shutting down. Open a command prompt and enter: ipconfig /release.

E¥ Select Administrator: Command Prempt - O X

You will immediately lose connectivity to the VM. Use the vSphere Web Client to shutdown
the Guest OS.

vm vSphere Client Menu v

El ) & Win10-1709 | acrons~
1 10.19.203.108 Summary Monitor Permissions Datastores Networks
D er
[J sAE Lab |: CPU USAGE
[ 101920376 32 MHz
& o MEMORY USAGE
& 8 GB
& = . STORAGE USAGE
& ole o ) 8.68GB
Gl g
W
= > | B power o
> | 10 Suspend v otes -~
(8 Cpen Remote Console B Reset Edit Notes
~
(3 Migrate
om Attributes ~
Clone
Attribute Value
Fault Tolerance
VM Policies » ¥ VM Network
Template >
Compatibility >
3 Edit Settings... ~ 2

A vGPU enabled virtual machine is now confirmed. Next step is to build and deploy a
Horizon View vGPU Desktop Pool.
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Chapter 10.
CREATING A HORIZON VGPU POOL

This chapter describes the following:
Creating a template from an existing virtual machine.
Provisioning a single vGPU-enabled virtual machine from a template

Creating a Horizon desktop pool

vV v v Vv

Provisioning vGPU-enabled virtual machines from a template

To create a pool of virtual machines, you must first convert an existing virtual machine into a
template, which then allows you to either create a single virtual machine or use it to
dynamically create virtual machines on demand.

A complete demonstration of these features is beyond the scope of this document; however,
converting a virtual machine to a template and then deploying virtual machines from that template
is a fundamental operation that can reduce evaluation time.
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10.1 CREATING A TEMPLATE

Use the following procedure to create a template from an existing virtual machine:
1. Right-click a virtual machine and then select Clone—> Clone to Template...

The Clone Virtual Machine To Template popup displays with the Select a name and folder tab
selected.

Win10-1709 - Clone Virtual Machine To Template

1Select a name and folder Select a name and folder

Specify a unigue name and target location

VM template name:  Win10-170%-Temp

Select a location for the template.

G 10.19.203.106
[}l Datacenter

Enter a name for the template

Select either a datacenter or virtual machine folder to create the template

Select Next to display the Select a compute resource tab.

Select the host or cluster to store the template

Select Next to display the Select storage tab.

Select the storage type and target data store.

Select Next to display the Ready to complete tab.

Review the settings and click Finish to start cloning the virtual machine to a template.

NVIDIA vGPU™ Deployment Guide for VMware Horizon 7.5 on VMWARE vSphere 6.7 | 212



Creating a Horizon vGPU Pool

Win10-1709 - Clone Virtual Machine To Template

+ 15Select a name and folder Ready to complete
+ 2 Select a compute resource  Click Finish to start creation.

+ 3 Select storage

4 Ready to complete

Provisioning type Clone virtual machine to template
Source virtual machine Win10-1709

Template name Win10-1709-Temp

Folder Datacenter

Host 10.19.202.76

Datastore datastorel

Disk storage Same format as source

The vSphere Web Client Recent Tasks view displays the progress of the cloning operation.

Recent Tasks Alarms ¥
Task Name ~  Target ~ | Status ~  Initiator ~ | Queued For ~  Start Time | ~  Completion Time ~  Server ~

Clone virtual machine & winto-1709 | 40% VSPHERELOCALAG undefined 08/13/201, 7:52:37 FM 1019.203106
Initiate guest 05
& winto-1703 ' Completed VSPHERELOCALA 2ms 08/13/2018, 75140 PM  08A3/2018. 75140PM 1019203106
shutdown

Upon completion, the template displays within the target datacenter and/or host.

vm vSphere Client Menu ~

8 € & Winl0-1709 = acrons~

v [ 10.19.202.106 summary Monitor Configure Permissions Datastores Networks
v Datacenter
3 i Guest OS Microsoft Windows 10 (64-bit)
Compatibility: ESXi 6.7 and later (VM v n14)
’ reviewCompos _ ~ VMware Tools: Not running, version:103
Powered Of [0 T
W DNS Mame:
& IP Addresses:
E " Host. 10.19.203.76
Cw Launch Remote Console @ :"
& Win10-1709
TN 1709 Teng = VM Hardware v Notes

Edit Notes.

10.2 CREATING A CUSTOMIZATION SPECIFICATION FILE

Before provision a virtual machine from a template, we need to create a VM Customization
Specifications. Use the following procedure to create a VM Customization Specifications:
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vm vSphere Client
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Click the Polices and Profiles from home view

Menu v

G} Home
% shortcuts

Hosts and Clusters
3 VMs and Tempiates

Content Libraries

[& Global Inventory Lists

<& Policies and Profiles

(@) vRealize Operations

& Administration
2> Update Manager

Home

[ 10.19.203.106 v

CPU Memory Storage
50.73 GHz free 218.95 GB free 733.72 GB free
| |
468 MHz used | 512 GHz total 36.95 GB used | 255.89 GB total 190.28 GB used | 924 GB total
m VMs 6 O Hosts 1
5 1 0 1 0 0

From VM Customization Specifications tab, click New

vm vSphere Client

Menu v

Policies and Profiles

VM Customization Specifications

. VM Storage Policies
[& Host Profiles

& storage Policy Components

import... |

Namel v GuestOs ~  Last Modified ~

The New VM Guest Customization Spec window display pops up.

New VM Guest Customization Spec

B 1 Name and target OS Mame and target OS

2 Registration information

3.

Specify a unique name for the ¥M customization specification and select the OS of the
target VM

VM Customization Spec

Name Win10

Description

vCenter Server 10.19.203.106

Guest OS

Target guest OS © windows (O) Linux

[] Use custom SysPrep answer file

Generate a new security identity (SID)

CANCEL

NEXT

Proceed as follows:

e Check Windows as Target guest OS.

e Check the Generate New Security ID (SID) checkbox.
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o If your organization currently utilizes an answer file, then you can load that file by
checking the Use custom SysPrep answer file checkbox.

e If your organization does not use this functionality, then leave the Use custom SysPrep
answer file checkbox cleared; enter a name for the new specification in the
Customization Spec Name field and click Next to proceed.

The Set Registration Information tab displays.

4. Enter the user and organization names in the Name and Organization fields, respectively.

New VM Guest Customization Spec

+ 1Name and target OS Registration information

2 Registration information Specify registration information for this copy of the guest operating system

Owner name Jack Liu

Owner organization Technical Marketing

Select Next to display the Set Computer Name tab.

5. Enter a computer name.

New VM Guest Customization Spec

L4 1 Name and target OS Computer name

+ 2 Registration information Specify a computer name that will identify this virtual machine on a network.
3 Computer name

© Use the virtual machine name @
Enter a name in the Clone/Deploy wizard

Enter a name

6. Select Next to display the Enter Windows License tab.
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New VM Guest Customization Spec

+ 1Name and target OS Windows license

+ 2 Registration information

Specify the Windows licensing information for this copy of the guest operating system. If
+ 3 Computer name

4 Windows license

the virtual machine does not require licensing information, leave these fields blank.

Product key

Include server license information (reguired for customizing a server guest OS)

Enter your Windows product key information or leave this field blank

7. Select Next to display Set Administrator Password.

New VM Guest Customization Spec

+ 1Name and target OS Administrator password
+ 2 Registration information Enter the password and auto logon option for the administrator account.
+ 3 Computer name

+ 4 Windows license

5 Administrator password Password

Confirm password

Automatically logon as Administrator

Number of times to logon automatically 1

Enter and confirm the administrator password (case sensitive) in the Password and
Confirm Password fields,

8. Select Next to display the Time Zone tab.
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New VM Guest Customization Spec

+ 1MName and target OS Time zone

+ 2 Registration information Specify a time zone for the virtual machine.

+ 3 Computer name

+ 4 Windows license

Time zone

o1

+ 5 Administrator password 5MT+05:30) Chennai, Kolkata, Mumbai, New Delhi

7 Commands to run once

SMT+05:30) Sri Jayawardenepura
5MT+05:45) Kathmandu
SMT+06:00) Astana

[R]

8 Network

oo

SMT+06:00) Dhaka

SMT+06:00) Novosibirsk
5MT+06:30) Yangon (Rangoon)
5MT+07:00) Bangkok, Hanoi, Jakarta

9 Workgroup or domain

10 Ready to complete

A3 333331

0o m o

5MT+07:00) Barnaul, Gorno-Altaysk
5MT+07:00) Hovd
5MT+07:00) Krasnoyarsk

(
(
(
(GMT+Q7:00) Tomsk

(GMT+08:00) Beijing, Chongging, Hong Kong, Urumqi
GMT+08:00) Irkutsk

SMT+08:00) Kuala Lumpur, Singapore
SMT+08:00) Perth
)

(

(

(
(GMT+08:00) Taipe
(

(

(

(SR I

5MT+08:00) Ulaanbaatar
5MT+08:30) Pyongyang

[R]

3MT+08:45) Eucla

LEMATLAMAM Chits

)

CANCEL BACK NEXT

Use the Time Zone pull-down menu to select your time zone.

9. Select Next to display the Run Once tab.

New VM Guest Customization Spec

b4 1Name and target OS Commands to run once

+ 2 Registration information Enter the commands to run the first time a user logs on.

+ 3 Computer name

+ 4 Windows license Enter an

+ 5 Administrator password

+ 6 Time zone

7 Commands to run once N

8 Network
9 Workgroup or domain

10 Ready to complete

Enter any one-time commands in this tab if needed.

10. Select Next to display the Configure Network Tab.

NVIDIA vGPU™ Deployment Guide for VMware Horizon 7.5 on VMWARE vSphere 6.7 | 217



New VM Guest Customization Spec

+ 1Name and target OS Network

+" 2 Registration information Specify the netwaork settings for the virtual machine

+ 3 Computer name
+ 4 Windows license

+ 5 Administrator password on all network interfaces

+ 6 Time zone ° Manually select custom settings
+ 7 Commands to run once

o]

Descrintion IPv4 Address IPv6 Address
Edit
Use DHCP Not used

elete

Check the appropriate radio button to either:

e Use standard network settings...
This option automatically selects network settings

e Use manual network settings

Use standard network settings for the guest operating system, including enabling DHCP

Creating a Horizon vGPU Pool

For this option you enter the network description, IPv4 address, and/or IPv6

address in the respective fields.

11. Click Next to display the Set Workgroup or Domain tab.

New VM Guest Customization Spec

+ 1Name and target OS Workgroup or domain

+ 2 Registration information How will this virtual machine participate in a network?

+ 3 Computer name

+ 4 Windows license

o Workgroup
+ 5 Administrator password
+ 6 Time zone -
© Windows Server domain gria.com
« 7 Commands to run once

+ 8 Network

9 Workgroup or domain

Specify a user account that has permission to add a computer to the domain.

Username administrator

Password

Confirm password

Check the appropriate radio button to select either a workgroup or domain.

Enter the information workgroup or domain for the virtual
appropriate fields

12. Select Next to display the Ready to complete tab.
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New VM Guest Customization Spec

+ 1Name and target OS

+ 2 Registration information
+ 3 Computer name

+ 4 Windows license

+ 5 Administrator password
+ 6 Time zone

« 7 Commands to run once

+ 8 Network

+ 9 Workgroup or domain

10 Ready to complete

Review your settings.

Ready to complete

Creating a Horizon vGPU Pool

Review your settings selections before finishing the wizard.

Name

0S type

0S options

Registration info

Computer name

Product key

Administrator log in

Automatic logons

Time zone

Network type

Windows Server domain

Username

winlo

Windows

Generate new security ID

Owner name: Jack Liu Crganization: Technical Marketing
Use Virtual Machine name

Mo product key specified

Log in automatically as Administrator

(GMT+08:00) Beijing, Chengging, Hong Kong, Urumagi
Standard
grid.com

administrator

CANCEL BACK FINISH

#

Select Finish to view the new customization specification from the template.

You do not need to create a new virtual machine guest customization specification every time you
clone a virtual machine from a template.

10.3 PROVISIONING A SINGLE VIRTUAL MACHINE

Use the following procedure to provision a single vGPU-enabled virtual machine from a

template:

1. Right-click the template and select New VM from this Template...
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The Deploy From Template window displays with the Select a name and folder tab selected.

Win10-1709-Temp - Deploy From Template

pYd 1 Select a name and folder Select a name and folder

2 Select a compute resource Specify a unigue name and target location

Virtual machine name:  Win10-1709-Single

Select a location for the virtual machine

ﬂ 10.19.203.106
[ Datacenter

Enter a name for the new virtual machine.

Select Next to display the Select a compute resource tab.

Select the cluster or host

Select Next to display the Select storage tab.

Select the target storage type and data store.

Select Next to display the Select clone options tab.

Win10-1709-Temp - Deploy From Template

+ 1Select a name and folder Select clone options
+ 2 Select a compute resource  Select further clone options

+ 3 Select storage

4 Select clone options c

Customize this virtual machine’s hardware (Experimental)

lize the aperating system

Power on virtual machine after creation

Check the Customize the operating system checkbox.
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Select Next to display the Customize guest OS tab.

Win10-1709-Temp - Deploy From Template

+ 15elect a name and folder
+ 2 Select a compute resource
+ 3 Select storage

+ 4 Select clone options

5 Customize guest OS

y to complete

Customize guest OS5
Customize the guest OS5 to prevent conflicts when you deploy the virtual machine

Operating System: Microsoft Windows 10 (64-bit)

Name T Guest OS Last Modified
Win10 Windows 08M13/2018, 859N PM
WInSrv2012 Windows 08/13/2018, 8:40:43 PM

Select the template created on previous section.

The Ready to complete tab of the Deploy From Template window displays with the new
customization specification listed.

Win10-1709-Temp - Deploy From Template

+ 1Select a name and folder Ready to complete

+ 2 Select a compute resource  Click Finish to start creation.

+ 3 Select storage

+ 4 Select clone options

+ 5 Customize guest OS5 Provisioning type Deploy from template

Source template Win10-1709-Temp
Virtual machine name Win10-1709-Single
Folder Datacenter
Host 10.19.203.76
Datastore datastorel
Disk storage Same format as source
Guest OS customization specification Win1o

CANCEL BACK FINISH
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Review the settings and select Finish to begin creating the virtual machine from the template.

The cloned virtual machine is now visible in the datacenter and on the host that it was cloned to.
Adding the new virtual machine to a Horizon View Desktop Pool and then entitling users and/or
groups is performed as described in section 10.6, Entitling Users Access to Desktop Pools.

Horizon View can leverage templates to automatically create virtual machines on demand for
time and resource saving functionality. Refer to the Horizon View documentation for
instructions on using this functionality.

The next sections describe how to install desktop pools and then grant entitlements to users and
groups to use that pool. Desktop pools can be created from a Goldmaster Image with either Full
Clones or with Linked Clones with the help of Horizon View Composer. In the following sections
both use cases will be explained

10.4 CREATING FULL CLONE DESKTOP POOLS

1. Full clone desktop pools require a Template of the Goldmaster image. Select the reference
VM in the Navigator and right click. Select Clone, Clone to Template. (A template can also be
created by Converting a VM to a Template use the Template option.)

vm vSphere Client

5] El =] & Win10-1709 ACTIONS ~

Datastores Networks

511019 203106 Summary  Monitor  Configure  Permissions
R Datacenter
e
VM
£ AD
% Com
fmcs
& saL
(& VMware vcente
& winto-1708
09-Tem [E Open Remote Console

v Notes ~

Edit Notes.

Clone ual Machine. ~

Custom Attributes ~

Aribute Value

Template

2. The Clone Virtual Machine To Template wizard walks you through the steps, described in
section 10.1.

3. Finish to create the Template.
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+ 3 Select storage

+ 1Select a name and folder

+ 2 Select a compute resource

4 Ready to complete

Provisioning type

Source virtual machine

Template name

Folder

Host

Datastore

Disk storage

Ready to complete
Click Finish to start creation,

Win10-1709 - Clone Virtual Machine To Template

Clone virtual machine to template
Win10-1709

Win10-1709-Temp

Datacenter

10.19.202.76

datastorel

Same format as source

4. Create a Customization Specification file to deploy a full clone pool. The New VM Guest
Customization Spec Wizard walks you through the steps, described in section 10.2.

vm vSphere Client

G Home
% Shorteuts

Hosts and Clusters
[ VMs and Tempiates

= storage

ietworking
Content Libraries

[& Global Inventery Lists

< Policies and Profiles

() vRealize Operations

& Administration
{* Update Manager

Home

A 10.19.203.106

[o2V)

50.73 GHz free

468 MHz used | 512 GHz total

m VMs

Memory Storage
218.95 GB free 733.72 GB free
| |
36.95 GB used | 255.89 GB total 13028 GB used | 924 GB total
6 0 Hosts 1
0 1 0 0

5. Login to the Horizon View Manager. Select Desktop Pools in the Inventory window and Click

on Add.

VMware Horizon 7 Administrator

Sessions
Problem vCenter VMs
Problem RDS Hosts
Events L ]
System Health [l @
5

- @k

Inventory

% Users and Groups
¥ Catalog
[¥] Application Pools
#* Thinapps
¥ Resources
([ Farms
{51 Machines
L2 Persistent Disks
» Monitoring

> Policies

» View Configuration

Updated B/13/2018 11:53 PM &

0
0
0
0

0

Dashboard

System Health
¥ View components
¥ vSphere components

> [l catastores

» [l e5X hosts
% Dashboard

» [l vCenter Servers
¥ Other components
» [l Domains

Datastores

Horizon Console | About | Help | Logout (administrator)

Updated 8/13/2018 11:54:01 PM

5] Machine Status 5]

vCenter VMs RDS Hosts others

» 1 Preparing
> (3 Problem Machines

(3 prepared for use

5]

[' =Low on free space
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6. Select Automated Pool

Add Desktop Poal

Creating a Horizon vGPU Pool

Desktop Pool Definition Type

Type
(=) Automated Desktop Pool

Setting () Manual Desktop Pool

() RDS Desktop Pool

Automated Desktop Pool

An automated desktop pool uses
a vCenter Server template or
virtual machine snapshot to
generate new machines. The
machines can be created when
the pool is created or generated
on demand based on pool usage.

Supported Features

+ Instant Clone (License)
+ vCenter virtual machines
Physical computers
Microsoft RDS Hosts
View Composer
VMware Blast

PColP

AR TR SR Y

Persona management

| Next> || Cancel |

7. Select Floating User Assignment

Add Desktop Poal

Desktop Pool Definition User assignment
1
User Assignment @

Setting

() Dedicated

*) Floating

Ignore the warning

More Information

For optimal performance, Instant Clone pools and farms
require View Storage Accelerator to be enabled for the
vCenter Server. Please enable it from View Configuration -=
Servers -= vCenter Server. If you do not wish to enable
View Storage Accelerator, dlick 'Ignore’ and you will be able
to proceed with pool creation without this feature.

| ok || 1gnore |

NVIDIA vGPU™ Deployment Guide for VMware Horizon 7.5 on VMWARE vSphere 6.7

Floating assignment

Users will receive machines
picked randomly from the desktop
pool each time they log in.

Supported Features

+ Instant Clone (License)

v View Composer

+ VMware Blast

+ PColP

+ Persona management

| <Back || mNext> || cancel |
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8. Select Full Virtual Machines.

Add Desktop Pool ?

Desktop Pool Definition vCenter Server

Type ) Instant dones Full Virtual Machine
User Assignment Machines sources will be full
wCenter Server (O View Composer linked clones virtual machines that are created
i from a wCenter Server template.
Eatting (=) Full virtual machines ¥
vCenter Server View Composer
10.19.203.106(administrator@vs | 10.19.203.110
phere.local)

Supported Features

¥ VMware Blast

v PCoIP
Storage savings
Recompose and refresh
Push Image

QuickPrep guest
customization

+ SysPrep guest customization

ClonePrep guest

Description: | Nene
4 customization

+ Persona management

| <Back | Next> || Cancel |
9. Name the Desktop Pool.

Add Desktop Pool - FullClonevGPU ?
Desktop Pool Definition Desktop Poal Identification

Type 10: FullClonevGPU o

User Assignment Displ . The desktop poel ID is the unique

vCenter Server Isplay name: FuliClonevGPu name used to identify this
Setting Access group: [/ S [==corineck

Desktop Pool Identification Display Name

Description:

The display name is the name
that users will see when they
connect to View Client. If the
display name is |eft blank, the ID
will be used.

Access Group

Access groups can organize the
desktop pools in your
organization. They can also be
used for delegated
administration.

Description

This description is only shown on
the Settings tab for a desktop
pool within View Administrator.

| <Back || Next> || Cancel |

10. In Desktop Pool Settings, Set Default display protocol to Blast, allow users to decide to Yes,
and 3D Renderer to NVIDIA GRID VGPU. (HTML access is supported in this version if it is
desired.)
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Desktop Pool Defi
Type
User Assignment
vCenter Server

Setting
Desktop Pool Identification
Desktop Pool Settings

Remote Settings

Remote Machine Power
Palicy:

Automatically logoff after
disconnect:

Allow users to
reset/restart their
machines:

Allow user to initiate
separate sessions from
different dient devices:

Delete machine after
logoff:

Remote Display Protocol

Default display protocol:

Allow users to choose
protocol:

3D Renderer:

HTML Access:

Take no power action

Never

No v

No

No

VMware Blast | v

Yes |w

NVIDIA GRID VGPU

[] Enabled

Requires installation of HTML Access.

< Back Next > Cancel

11. In Provisioning Settings, Click on Select a naming pattern, enter a naming pattern that will
help differentiate the VMs in this pool from other pools you create. Choose Desktop Pools
Sizing and Provisioning Timing to values that make sense for your infrastructure.

Add Desktop Pool - FullClonevGPU

Provisioning Settings

Desktop Pool Defi
Type
User Assignment
vCenter Server

Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings

Basic

[¥] Enable provisioning

virtual Machine Naming

O Specify names manually

[onames entered |

Start machines in maintenance mode

(*) Use a naming pattern

Maming Pattern

Desktop Pool Sizing

Max number of machines:

Number of spare (powered on) machines: 1

Provisioning Timing

[¥] Stop provisioning on error

Naming Pattern

Virtual machines will be
named according to the
specified naming pattern.
By default, View Manager
appends a unique number
to the specified pattern to
provide a unigue name for
each virtual machine.

To place this unique
number elsewhere in the
pattern, use '{n}". (For
example: vm-{n}-sales.)

The unigue number can
also be made a fixed
length. (For example: vm-
{n:fixed=3}-sales).

See the help for more
naming pattern syntax
options.

(=) Provision machines on demand

Min number of machines:

O Provision all machines up-front

Virtual Device

] Add a Trusted Platform Module (vIPM) device to the

VMs

< Back Next > Cancel

12. Storage Policy Management options available when Virtual SAN is configured.
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7

Desktop Pool Definition Storage Optimization
Type
User Assignment
vCenter Server

Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings
Storage Optimization

Storage Policy Management

A\ virtual SAN is not available because no
Virtual SAN datastores are configured.

13. Select Browse to locate Template file.

Add Desktop Pool - FullClonevGPU

Storage Optimization

Storage can be optimized by
storing different kinds of data

Desktop Pool Definition vCenter Settings

Type Virtual Machine Template
User Assignment

vCenter Server Template: ‘

Setting

Virtual Machine Location
Desktop Pool Identification

Desktop Pool Settings |

Provisioning Settings
Storage Optimization
vCenter Settings

Resource Settings

Click Browse to select

14. Select the Template created earlier for the Goldmaster Image. Click Next to continue.

separately.
< Back Next > Cancel
7
| Browse...
< Back Cancel
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Select a template from which to deploy virtual machines for this desktop pool. Only templates with a
supported OS can be selected.

[] show all templates (%)

Filter ~ | | Find Clear

Template Path
Win10-1709-Temp /Datacenter/vm/Win10-1709-Temp

15. Browse for VM folder location. Click Next to continue.

Desktop Pool Definition

Type Virtual Machine Template

User Assignment

vCenter Server 1 Template: |/Datacenter/‘vm/Wm10—1709—Temp | { Browse... }
Settil

g Virtual Machine Location

Desktop Pool Identification

Desktop Pool Settings 2 VM folder location: |/Datacgntgr/vm/Fc ” Browse... ]

Provisioning Settings

Storage Optimization Resource Settings

Advanced Storage Options @ Host or cluster: |<Chck Browse...> ” Browse... ]

Guest Customization
Ready to Complete

4 Resource pool: |<Chck Browse...> ” Browse... ]

5 Datastores: Click Browse to select

<o carce

16. Select a folder to store the VMs
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Select the folder to store the VM

[] show all folders (2 f<l

v [l Datacantar

O

17. Browse for Host or Cluster.

Type Virtual Machine Template
User Assignment
vCenter Server 1 Template: |fDatacenterﬂ'vmem10—1709—Temu ” Browse... }
Settil
e Virtual Machine Location
Desktop Pool Identification
Desktop Pool Settings 2 VM folder location: |/Datacgntgr,'vm,'Fc ” Browse... ]

Provisioning Settings
Storage Optimization

Resource Settings

Advanced Storage Options 3 Hostor cluster: |/D3tECEntEn’h05mM Lab ” Browse... ]
Guest Customization s | -
Ready to Complete @ esource pool: |<C\|ck Browse...> ” Browse... ]

5 Datastores: Click Browse to select

= conce

18. Select a Host or Cluster.
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Select a host or a cluster on which to run the virtual
machines created for this desktop pool.

-

¥ [ Datacantar

19. Browse for a Resource Pool.

Type Virtual Machine Template
User Assignment
vCenter Server 1 Template: |,fDatacenter/vam10-1709-Temp | { Browse... ]
Settil
no 2 Virtual Machine Location
Desktop Pool Identification
Desktop Pool Settings 2 VM folder location: |,’Datacenter{vm/FC ” Browse... -]

Provisioning Settings
Storage Optimization

Resource Settings

Advanced Storage Optiens 3 Host or cluster: |fDEt3C9HtEf/hDSUTM Lab ” Browse... }
Guest Customization
Ready to Complete

4 Resource pool: |,’Datacenter{husthM Lab/Resources ” Browse... }

@ Datastores: Click Browse to select

< o

20. Select a Resource Pool.
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Select a resource pool to use for this desktop pool.

&

21. Browse for a Datastore for the Desktop Pool.

Type Virtual Machine Template
User Assignment
vCenter Server 1 Template: |,‘Datacenter,’vm{Wm1U—17U§—Temp | { Browse... }
Settil
nd 3 Virtual Machine Location
Desktop Pool Identification
Desktop Pool Settings 7 VM folder location: |/Datacenter,/vm,’FC ” Browse... ]

Provisioning Settings
Storage Optimization

Resource Settings

Advanced Storage Options 3 Host or duster: |/Datacemter/hosUTM Lab ” Browse... ]
Guest Customization
Ready to Complete

4 Resource pool: |/Datacenter/hosuTM Lab/Resources ” Browse... ]

@ Datastores: Click Browse to select

<ok Canc

22. Select Datastores.
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-

Select the Datastore type: | Individual Datastore | =

Select the datastores to use for this desktop pool. Only datastores that can be used by the selected host or
cluster can be selected.

E Local datastore B Shared datastore &

Datastore Datastore Cluster Capacity (GB) Free (GB) FS Type Drive Type
™ m datastorel 924.00 733.08 VMFS6 55D

Free space selected: A\ 733.58 (A minimum of 768.00 GB is recommended for new virtual machines)

o | cance |

23. Review Settings and click Next to continue.

Add Desktﬁ Pool - FullClonevGPuU

Desktop Pool Definition vCenter Settings.

Type Virtual Machine Template

User Assignment .

vCenter Server 1 Template: [/patacenterivm/winio-1700-Temp ] [ Browse... |
Setting - . -

Virtual Machine Location
Desktop Pool Identification
Desktop Pool Settings 7 VM falder location: ‘IDatacemter/vm/FC ‘ [ Browse... J

Provisioning Sethings

Storage Optimization Resource Settings

Advanced Storage Options 3 Hostor cluster: ‘,’Datacenter/host/TM Lab Browse... |

Guest Customization R L
Ready to Completa 4 esource poo ‘,’Datacenter/host/TM Lab/Resources ‘ [

5 Datastores: 1 selected Browse... |

Browse...

J
)

Creating a Horizon vGPU Pool

[ < Back ]I Next > H Cancel ]_::‘

24. In advanced settings, click View Storage Accelerator if available. Choose blackout times for
non-refresh of View Storage Accelerator cache to minimize impact on production users.
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Desktop Pool Definition
Type
User Assignment
wenter Server
Setting

Desktop Pool Identification

Desktap Poaol Settings
Provisioning Settings
Storage Optimization
wCenter Settings

Advanced Starage Options

Advanced Storage Options

Based on your resource selection, the following features are
recommended. Options that are not supported by the selected
hardware are disabled.

V] Use view Starage Accelerator

Regenerate storage accelerator 7 Days
after:

Blackout Times

Storage accelerator regeneration and WM disk space reclamation
do not occur during blackout times. The same blackout policy
applies to both operations.

Add...

Day Tirne

Transparent Page Sharing Scope: | Wirtual Machine  »

View Storage Accelerator

vZphere 5% hosts can be
configured ta improve
performance by caching
certain desktop pool data.
Enable this option to use
Wiew Storage Accelerator for
this poal. View Storage
Accelerator is most useful for
shared disks that are read
frequently, such as view
Composer 05 disks.

< Back Mext > Cancel

25. Select Use this customization specification to simplify deployment. Click Next to continue.

Add Desktop Pool - FullClonevGPU ?
Desktop Pool Definition Guest Customization

Type P~

UEeT AEEFTIET: (0 None - Customization will be done manually

vCenter Server
Setting

Desktop Pool Identification (=) Use this customization specification:

Desktop Pool Settings .

z P - 4 ] Allow reuse of pre-existing computer accounts

rovisioning Settings

Storage Optimization )

vCenter Settings

Advanced Storage Options Name Guest 05 Description

Guest Customization T Wwindows

WinSrv2012 Windows

< Back Next > Cancel

26. Review the selections, Click Finish to deploy the Desktop Pool.
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Ready to Complete

Desktop Pool Definition
Type
User Assignment
vCenter Server

Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings
Storage Optimization
vCenter Settings
Advanced Storage Options
Guest Customization
Ready to Complete

Type:

User assignment:
vCenter Server:

Use View Composer:
Unigue ID:
Description:

Display name:
Access Group:
Desktop pool state:
Remote Machine Power
Policy:

Automatic logoff after
disconnect:

Connection Server
restrictions:

Category Folder:

Allow users to reset/restart
their machine:

Allow user to initiate
separate sessions from
different client devices:

Delete machine after logoff:
Default display protecol:
Allow users to choose
protocol:

3D Renderer:

27. Monitor Pool for status.

[] Entitle users after this wizard finishes

Automated

Floating assignment
10.19.203.106(administrator@vsphere.local)
No

FullClonevGPU

FullClonevGPU

/
Enabled
Take no power action

Never
None

None
No

No
No

VMware Blast
Yes

NVIDIA GRID VGPU

| <Back || Finish || cancel |

VMware Horizon 7 Administrator Horizon Console | About Help Logout  (adh
Updated 8/14/2015 1:55 A | @ || Deskiop Pools
Sessions 0
Problem vCenter VMs o | o —
Add... ~ Entitlements... ~ Status ~ Access Grouj ~ More Commands
Problem RDS Hosts o | i, [ I I e || |
Events QoMo
System Health [l @ [+ Filter ~ | Find || Clear | ‘ Access Group: | All |~ 3 &
5 110 —
(s} Display Na... Type Source User Assi... vCenter Server Entitled Enabled  App Shortcuts Sessions
Ty FullClo... | FullClonevGPl Automated D¢ vCenter Floating 10.19.203.106 0 v 0
(%) Dashboard
&% Users and Groups
v Catalog

[# application Pools
A ThinApps
¥ Resources
[ Farms.
(1 Machines
(=) Persistent Disks
» Monitoring
» Policies

» View Configuration

28. Look under Status on the far right column for “Connected”. This means VDI desktops are

ready for access.
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VMware Horizon 7 Administrator
Updated 8/14/2018 1:55 au @ | {E FullcionevePu
Sessions

Summa Inventol Sessions Entitlements Events Policies
Problem vCenter VMs i ™

Creating a Horizon vGPU Pool

Horizon Consele | About | Help | Logout (administrator)

problem RDS Hosts

Events @ o A

System Health [l @
5110

1}
1}
1}

ThinApps
o pp!

~ More Commands

Inventory

Filter ~ | Find || Clear |
% Dashboard —

& Users and Groups Machine  DNS Name User Host Agent Ver... Datastore
v Catalog VGPU-2-Full

[¥] Desktop Pools
VGPU-3-Full

[#] application Pools

10.19.203.7€ Unknown datastore1
10.19.203.7€ Unknown datastorel
4 ThinApps VGPU-1-Full | vgpu-1-full.g vgpu-1-fu...| 10.18.203.7€ 7.5.1 datastore1
¥ Resources

R Farms

& Machines

(2 Persistent Disks
» Monitoring
b Policies

» View Configuration

= @
Status
Customizing
Customizing
Connected

10.5 CREATING LINKED CLONE DESKTOP POOLS

Creating a linked pool of VDI desktops is very similar to the full clone process. A
linked pool leverages the View Composer to deploy multiple desktops off of one
Goldmaster Image. Linked clones consume less diskspace, are easlily managed,
upgraded and deployed with little impact on the enduser.

Similar to Clone Pools, we select a VM as Goldmaster Image. However instead of
using a template of the Goldmaster VM, we take a snapshot of it. (Note: Run
ipconfig /release in a command prompt prior to shutting down the Goldmaster VM

to take the snapshot.)

1. Inthe vSphere Web Client right click the Goldmaster VM. Navigate to Snapshots,

Select Take Snapshot.
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B @ { Win10-1709 | acrons
v [§10.19.203.106 summary Monitor configure Permissions Datastores Networks
+ [ Datacenter N
- Guest OS Microsoft Windows 10 (64-bit) CPU USAGE
Compatibility:  ESXi 6.7 and later (VM version 14) m] 0 Hz
=1 VMware Tools: Not running, version10304 (Current) -
> B3 VMwareviewComod oy Tt More info o MEMORY USAGE
& S Name: 0B
Power » |Adadresses: _ STORAGE USAGE
st 1019.203.76
cuest 0 . 8 182168
Snapshots €& Take Snapshot >
Wini0-1709 Open Remote Console {3 Manage Snar
& & Op: {3 Manage Snapshots o Notes ~
(@ Wini0-1709-Temp )
& Migrate (i) Revert to Latest snapshot
2 WinSrv2012 Edit Notes..
Clone B ~
Fault Tolerance B Delete All Snapshots Custom Attributes ~
VM Policies d (oo Atribute value
Template > -
© VM Network

Name the Snapéhot to conform t
description. Click OK to create sn

o your VM naming standards with a meaningful
apshot.

Take Snapshot | winio-709 %
Name VM Snapshot 8/14/2018, 3:24:19 AM
Description
Linked Clone|
p

In the VMware Horizon View Management Console, Select Desktop Pools in the

Inventory window. Click the Add button to start the Desktop Pool wizard.

VMware Horizon 7 Administrator

Updated 8/14/2015 1:39 AM @ | DesklopPools

| Logout (administrator)

Horizon Console | About | Help

[ application Pools
A Thinapps
¥ Resources
ERFarms
{3 Machines
(2 Persistent Disks
» Monitoring
» Policies

» View Configuration

4. Select Automated Desktop Pool

NVIDIA vGPU™ Deployment Guide for VMware Horizon 7.5 on VMWARE vSphere 6.7

Sessions 0
Problem vCenter VMs

o Qﬁ\ |+ Entitlements... | [ v Status | [ v Access Group | [ More Commands |
Problem RDS Hosts 0 | 2
Events o Ao
System Health [ @ (= Filter + | Find || clear | | AccessGroup: | Al |~ -

5110 T
ID  Display.. Type  Source \UserAssi.  vCenterServer  Entitled Enabled App Shortcuts Sessions

Iaventory) @} Fullcl... | FuliClonev| Automated vCenter | Floating | 10.18.203.106 1 v 3
(K Dashboard
&3 Users and Groups
v catalog

. Click on Next to continue.
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Add Desktop Poal 2
Desktop Pool Definition Type
Type Automated Desktop Pool
e (=) Automated Desktop Pool i

An automated desktop pool uses
a vCenter Server template or

Setting ) virtual machine snapshot to
(0 Manual Desktop Pool generate new machines. The
_ machines can be created when
the pool is created or generated

) RDS Desktop Pool on demand based on pool usage.

Supported Features

+ Instant Clone (License)
+ vCenter virtual machines
Physical computers
Microsoft RDS Hosts
View Composer

VMware Blast

PCoIP

AR Y

Persona management

| Mext> || Cancel |

5. Select Floating for User Assignment. Click on Next to continue.

3)

fdd Desktop Pool

Desktop Pool Definition User assignment

Type O Dedisated Floating assignment

WUser AcalginmE Users will receive machines
picked randamly from the desktop
Setting pool each time they log in

Supported Features
¥ View Composer
v PColR

v Persona management

< Back et > Cancel

6. Select View Composer linked clones. Verify the vSphere Server and View Composer.
Click on Next to continue.
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Add Desktop Pool 7

Desktop Pool Definition VEETET e
Type
DS SOGTIE View Composer linked clones
vCenter Server © View Compaoser linked clones share the same base image and

Setting use less storage space than ful

virtual machines.

Q) Instant clones View Composer

O Full virtual machines

vCenter Server View Composer The user profile for linked dones

10.19.203.106(administrator@vs | 10.19.203.110 can be redirected to persistent

pherelocad disks that will be unaffected by
0S updates and refreshes.

Supported Features

¥ VMware Blast

v pColp

¥ Storage savings

v Recompose and refresh
Push Image

¥ QuickPrep guest
customization

+ SysPrep guest customization

ClonePrep guest

Description
P customization

v Persona management

| <Back | | Ccancel |
Add Desktop Pool - LinkedClonevGPU
Desktop Pool Definition Desktop Pool Identification
Tyoe ID: LinkedClonevGPU i

Upe A TR - ——————————————— | The desktop pool ID is the unique
vCenter Server Display name LinkedClonevGPul name used to identiy this

Setting desktop pool.
Desktop Pool Identification

Access group:

Display Name

Description:

The display name is the name
that users will see when they
connect to View Client. If the
display name is left blank, the ID
will be used.

Access Group

Access groups can organize the
desktop pools in your
organization. They can also be
used for delegated
administration.

Description

This description is only shown on
the Settings tab for a desktop
pool within View Administrator.

| <Back || Next> | Cancel |

7. Set the Remote Display Protocol to Blast, Set Allow users to choose to Yes, Set 3D
Renderer to NVIDIA GRID VGPU. (In this version, HTML Access is fully supported and
can be set to Enabled.)

Add Desktop Pool - LinkedClonevGPU 7
Desktop Pool Definition Desktop Pool Settings :
Type General

User Assignment
£ state: Enabled

vCenter Server

Setting Connection Server None | Browse... |
Desktop Pool Identification restrictions -
Desktop Pool Settings Category Folder: None | Browse... |

Remote Settings

Remote Machine Power | Take no power action zl @
Policy:

Automatically logoff after [ Never -

disconnect:

Allow users to No | v

reset/restart their B

machines:

Allow user to initiate No |+ |2

separate sessions from

different client devices:

Delete or refresh machine | Never v @
on logoff: —

Remote Display Protocol

Default display protocol: VMware Blast | v

Allow users to choose Yes |+

protocol e

3D Renderer: Disabled = 3

Max number of monitors 2|+ @ -

| <Back || Next> || Cancel |
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8. Configure the Provisions Settings to conform with your infrastructure and testing

needs.

Add Desktop Pool - LinkedClonevGPU

Desktop Pool Definition
Type
User Assignment
vCenter Server

Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings

9. For simplicity, Select Do not redirect disposable files.

Provisioning Settings
Basic

[¥] Enable provisioning

V] Stop provisioning on error
Virtual Machine Naming

O Specify names manually

[0 names entered ]

Start machines in maintenance mode

@ Use a naming pattern
Naming Pattern: VGPU-{n}-Linked

Desktop Pool Sizing

Max number of machines: 2
Number of spare (powered on) machines: 1
Minimum number of ready (provisioned) o

machines during View Composer
maintenance operations

Provisioning Timing

(=) Provision machines on demand
Min number of machines: 1

() Provision all machines up-front

Naming Pattern

Virtual machines will be
named according to the
specified naming pattern.
By default, View Manager
appends a unique number
to the specified pattern to
provide a unique name for
each virtual machine.

To place this unique
number elsewhere in the
«

The unique number can
also be made a fixed

length. (For example: vm-
{n:fixed

See the help for more
naming pattern syntax
options.

<Back || Next> || Cancel

Add Desktop Pool - LinkedClonevGPu ?
Desktop Pool Definition View Composer Disks
Trpe Disposable File Redirection Disposable
User Assignment File
ATy O Redirect disposable files to a non-persistent disk Redirection
EZHiy Disk size MB  (minimum 512 MB) Leliits
Desktop Pool Identification I:l ::g:feﬂttm
Desktop Pool Settings Drive letter: .
Provisioning Settings files to a
View Composer Disks () Do ot redirect disposable files on
persistent
disk that:
will be
deleted
automaticall
y when a
user's
session
ends.
| <Back | Next> || cancel |

10. Click on Next to continue.

Add Desktop Pool - LinkedClonevGPuU

Desktop Pool Definition
Type
User Assignment
vCenter Server
Setting

Dasktop Pool Settings
Provisioning Settings
View Composer Disks
Storage Optimization

NVIDIA vGPU™ Deployment Guide for VMware Horizon 7.5 on VMWARE vSphere 6.7

Desktop Pool Identification

Storage Optimization

Storage Policy Management

£ virtual SAN is not available because no
Virtual SAN datastores are configured.

[] Select separate datastores for replica and 05 disks
A Vvirtual Volumes(VWOL) and fast NFS clones
(VAAI) will be unavailable if the replica
disks and OS disks are stored on
separate datastores.

Storage Optimization

Storage can be optimized by
storing different kinds of data
separately.

Replica disks

This option enables control
over the placement of the
replica that linked dlones use
as their base image.

Itis recommended that a high
performance datastore be
chosen for these images.
Depending on your hardware
configuration, storing replicas
on a separate datastore
might create a single point of
failure.

| <Back || Next> || Cancel |

Click on Next to continue.
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11. Click on the Browse button for the Parent VM

Add Desktop Pool - LinkedClonevGPU

Desktop Pool Definition
Type
User Assignment
vCenter Server

Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings
View Composer Disks
Storage Optimization

Advanced Storage Options
Guest Customization
Ready to Complete

VCenter Settings
Default Image
(1) Parentvm
@
Snapshot:
Virtual Machine Location

VM folder location:
Resource Settings

Host or duster;

Resource poal:

Datastores:

<Click Browse...> | Browse... |

[<Click Browse. > | (Browse... |
[Cick Browse.> ] (Browmse... )
[<ciick Browse.> | [Browse... |
[<Click Browse..> H Browse... |

Click Browse to select

Browse.. |

Creating a Horizon vGPU Pool

12. Select the Goldmaster VM. Use the Filter option help narrow the search. Click OK to

continue.

Select Parent VM

Select the virtual machine to be used as the parent VM for this desktop pool

[ show all parent vMs 2

Name

Filter +

Win10-1709 /Datacenter/vm/Win10-1709

Find Clear

13. Click the Browse button for Snapshot

Add Desktop Pool - LinkedClonevGPU

&

Desktop Pool Definition
Type
User Assignment
vCenter Server

Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings
View Composer Disks
Storage Optimization

Advanced Storage Options
Guest Customization
Ready to Complete

NVIDIA vGPU™ Deployment Guide for VMware Horizon 7.5 on VMWARE vSphere 6.7

VCenter Settings
Default Image
1 Parentvm:
(2 snapshot:
@) snap
Virtual Machine Location

VM folder location
Resource Settings

Host or duster;

Resource pool:

Datastores:

[patacenter/vm/winio-1709

[ Browse... |

[<Click Browse...>

[ Browse... |

[<Ciick Browse...> ] (Browse... )
[<Ciick Browse.> ] ((Browse... )
[<Click Browse..> ] [(Browse... )

Click Browse to select

Browse... |
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14. Select a Snapshot for the default image. Click OK to continue.

Select default image

Parent VM: /Datacenter/vm/Win10-1709

Snapshot:

| snapshot Details |

Snapshot Time created Description Path

VM Snapshot 8%252f4  8/4/2018 8:44:30 PM clean

[] show all images (2 =

JVM Snapshot 8%6252f4%6252f201¢€

| ok || cancel |
15. Click Browse for the VM folder location.

Add Desktop Pool - LinkedClonevGPU 7)
Desktop Pool Definition UEETE S

Type Default Image

User Assignment

BT GemiEr 1 ParentvM: [/patacenter/vmwin1o-1709 || Browse... |
Setting

2 Snapshot: [/vM snapshot 8%252fa 2522018, 8:] | Browse... |

Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings

View Composer Disks
Storage Optimization
vCenter Settings

Virtual Machine Location

3 ) VM folderlocation:  [<Click Browse...> ]| erowse..

Resource Settings

<Click Browse...>
<Click Browse...>

<Back |

Cancel |

16. Navigate to VM Folder location, select a folder and click OK to continue.

WM Folder Location

Select the folder to store the VM

[] show all folders (% o

¥ [lg Datacanter
vrc
e

| cancel |

17. Click on Browse to Select a Host or Cluster
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Desktop Pool Definition
Type
User Assignment
vCenter Server

Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings
View Composer Disks
Storage Optimization
vCenter Settings

vCenter Settings
Default Image

Parent VM

Snapshot:

Virtual Machine Location

VM folder location:

Resource Settings

4 Host or duster:

| Browse...

| Browse...

Browse...

Browse...

| <Back |

| cancel |

Creating a Horizon vGPU Pool

18. Navigate to Host or Cluster, select one and click OK to continue.

Host or Cluster

Select a host or a cluster on which to run the virtual
machines created for this desktop pool.

@

v Datacenter

gl T™ Lab

|| cancel |

19. Click on Browse to select Resource pool.

Add Desktop Pool - LinkedClonevGPU

Desktop Pool Definition
Type
User Assignment
vCenter Server
Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings
View Composer Disks
Storage Optimization
vCenter Settings

vCenter Settings
Default Image
Parent VM:
7 Snapshot:
Virtual Machine Location

:  VMfolder location:

Resource Settings
4 Host or cluster:

5 Resource pool

Browse...

Browse...

Browse...

Browse...

Browse...

| <Back |

| cancel |
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20. Navigate and select a Resource Pool. Click OK to continue.

Resource Pool

Select a resource poal to use for this desktop pool.

Y

oK Cancel

21. Click Browse to select the Datastore for the linked clone pool.

Add Desktop Pool - LinkedClonevGPU

3

Desktop Pool Definition UEETE SRS

Type Default Image
User Assignment
Settin

Desktop Pool Identification
DA Al SRS Virtual Machine Location

Pravisioning Settings
View Composer Disks \Mfolder location:  [Doocenevic ]
Storage Optimization

vCenter Settings Resource Settings

Datastores: Click Browse to select

< Back

Browse...

Browse...

Browse...

Browse...

Browse...

Browse...

Cancel

22. Select a Datastore for the linked clone pool. Click OK to continue.

Select Linked Clone Datastores

Select the linked clone datastores to use for this desktop pool. Only datastores that can be used by the selected

host or cluster can be selected.

ED Local datastore E. Shared datastore @

Datastore Capacity (GB) Free (GB) FSType Drive Typ Storage Overcommit
[¥] [ datastore1 924,00 658.11  VMFS6  SSD Conservative

Data Type
Linked clones 658.11 272.00 376.00

23. Click Next to continue.

NVIDIA vGPU™ Deployment Guide for VMware Horizon 7.5 on VMWARE vSphere 6.7 |

OK

Selectad Fre= Space (GB) Min Recommended (G8) | 50% utilization (€ Max Recommended (

496.00

Cancel
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Desktop Pool Definition
Type
User Assignment
wCenter Server
Setting
Desktop Pocl Identification
Desktop Paol Settings
Provisioning Settings
Vigw Composer Disks
Storage Optimization
wCenter Settings

vCenter Settings

Default Image

Yirtual Machine Location
Resource Settings
Datastores: 1 selected Browse.
< Back Mext > Cancel

performance and efficiency.

Add Desktop Pool - LinkedClonevGPU

Desktop Pool Definition
Type
User Assignment
vCenter Server

Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings
View Composer Disks
Storage Optimization
vCenter Settings
Advanced Storage Options

Advanced Storage Options

on your resource selection, the fol
recommended. Options that are not supj
hardware are disabled

owing features are
rted by the selected

A\ View storage Accelerator is disabled in vCenter settings.

Disk Types:

Regenerate storage accelerator l:l Days
after:

[¥] other Options

() Reclaim VM disk space
Initiate reclamation when 1 GB
unused space on VM
exceeds:
Blackout Times
Storage accelerator regeneration and VM disk space
reclamation da not occur during blackaut times. The same
blackout policy applies to both operations.

Add...

Day Time

View Storage Accelerator

vSphere 5.x hosts can be
configured to improve
performance by caching
certain desktop pool data
Enable this option to use
View Storage Accelerator for
this pool. View Storage
Accelerator is most useful for
shared disks that are read
frequently, such as View
Composer 0S disks.

Native NFS Snapshots
(VAAT)

VAAI (vStorage API for Array
Integration) is a hardware
feature of certain storage
arrays. It uses native
snapshotting technology to
provide linked clone
functionality. Choose this
option only if you have
appropriate hardware
devices.

Disk Space Reclamation

with vSphere 5., virtual
machines can be configured
to use a space efficient disk
format that supports
reclamation of unused disk
space (such as deleted files)
<Back

Next > Cancel

Creating a Horizon vGPU Pool

24. Enable View Storage Accelerator and Reclaim VM disk space if available to improve

25. Select use QuickPrep for Guest Customization. Click Next to continue. (QuickPrep is
a VMware system tool executed by View Composer during a linked-clone desktop

deployment. QuickPrep personalizes each desktop created from the Master Image.)

Add Desktop Pool - LinkedClonevGPU

2)

Desktop Pool Definition
Type
User Assignment
vCenter Server

Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings
View Composer Disks
Storage Optimization
vCenter Settings
Advanced Storage Options
Guest Ci 1

Guest Customization

Domain grid.com(administrator) | v

AD container: CN=Computers
[] Allow reuse of pre-existing computer accounts
(2) Use QuickPrep

Power-off script name:

Power-off script parameters

Post-synchronization script name:
Post-synchronization script parameters:

(O Use a customization specification (SysPrep)

< Back

Browse...

Example: p1 p2 p3

Example: p1 p2 p3

Next > Cancel
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26. Review Add Desktop Pool settings. Click Back to fix any errors. Click finish to create

the pool.

Add Desktop Pool - LinkedClonevGPU

Desktop Pool Definition
Type
User Assignment
vCenter Server

Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings
View Composer Disks
Storage Optimization
VCenter Settings
Advanced Storage Options
Guest Customization

Ready to Complete

Ready to Complete

Type:

User assignment:
vCenter Server:

Use View Compaser:

] Entitle users after this wizard finishes

Automated

Floating assignment
10.19.203.106(administrator@vsphere.local)
Yes

Unigue ID: LinkedClonevGPU
Description:

Display name: LinkedClonevGPU
Access Group /

Desktop pool state: Enabled

Remote Machine Power
Policy:

Take no power action

Automatic logoff after Never
disconnect:

Connection Server None
restrictions:

Category Folder: None
Allow users to reset/restart  No
their machine:

Allow user to initiate No
separate sessions from

different client devices:

Delete or refresh machine Never

on logoff:
Default display protocol:

Allow users to choose
protocol

VMware Blast
Yes

| <Back || Finish | cancel |

27. Monitor Linked Pool creation status. Refresh window using the recycle icon on left

hand side.

VMware Horizon 7 Ad trator About Help Logout (administrater)
Updated £/14/2018 1:55 A G | Desktop Pools
Sessions o
EEE:::;E:”E;:SMS g [ Add... | [ edit. | [clone.. | [Delete... | [ ~ Entitlements... | [ = Status | [ = Access Group | [ = More Commands |
Events >0 Ao - -
System Health [l @ [+ Filter ~ | Find H Clear | | Access Group: | All v E
5 1 10
0 Display... Type Source  User Assi.. wCenter Server Entitled Enabled App Shortcuts Sessions
10T FullCl... | FullClonev Automatec vCenter | Floating 10.19.203.106 1 v 4
&Dashbuard Linke... | LinkedCloi Automatet wCenter (I Floating 10.19.203.106 o v o
&3 users and Groups
v Catalog
[#] Application Pools
#° ThinApps
¥ Resources

28. Click on Machines from the Inventory window, review status.

VMware Horizon 7 Administrator

Updated 8/14/2018 1:53 AM @

Sessions 0
Problem vCenter VMs 0
Problem RDS Hosts 0
Events Qo Mmoo
SystemHealth [l @ =

5110

Inventory
& Dashboard
& users and Groups

¥ catalog

Deskiap Fools
[ Application Pools
A Thinapps

¥ Resources

Farms

(=) persistent Disks
» Monitoring
» Policies

» View Configuration

Horizen Console About Logout (administrator)

Machines

vCenter VMs RDS Hosts Others

Problem Machines
[ ] | | i | [+ More commands

Filter ~ | Find || Clear | \ Access Group: | All v 5 @

Machine Desktop Pool DNS Name User Host. Agent... Datastore Status
vGPU-4-Full FullClonevGPU | vgpu-4-full.grid.com | vgpu-4-full\a... | 10.19.203.76 7.5.1 datastorel Conneactad
VvGPU-2-Full FullClonevGPU | vgpu-2-full.grid.com | vgpu-2-full\a... | 10.19.203.76 7.5.1 datastorel Connected
VGPU-1-Linked | LinkedClonev... Unknow) Provisioning
VGPU-S-Full  Fullclonevru 10.19.203.76 Unknow  datastorel  Customizing
vGPU-3-Full FullClonevGPU | vgpu-3-full.grid.com | vgpu-3-full\a... | 10.19.203.76 7.5.1 datastorel Deleting
VvGPU-1-Full FullClonevGPU | vgpu-1-full.grid.com | vgpu-1-full\a... | 10.19.203.76 7.5.1 datastorel Connected

29. When status shows Connected, then VDI desktops are ready.
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VMware rizon 7 Administrator Horizon Console | About | Help | Logout (administrator)

Updated 8/14/2018 4:36 AM Lc

Sessions 0
Summa Tnvent: Sessions  Entitlements  Tasks  Events Policies
Problem vCenter VMs 0 DT Inventory
Problem RDS Hosts 0
Machines (View Composer Details) | ThinApps
Events ®o Ao
System Heatth [ @ =
5110 e e
Inventory - -
Filter + | Find || Clear | g =
(% Dashboard e =
&5 Users and Groups Machine  DNS Name User Host  AgentVersion Datastore Task Status
¥ Catalog VGPU-3-LC Unknown None Provisioning

VGPU-1-LC Unknown None Provisioning

[# Application Pools
& ThinApps
¥ Resources
[ Farms
{1 Machines
(= Persistent Disks.
» Mo

VGPU-2-LC Unknown None Provisioning

itoring
» Policies

» View Configuration

30. In the vSphere Web Client, the desktop VMs will appear.

© 8 9 5 vGPU-1-Full | acTions~
v [5110.19.203.106 Summary ~ Monitor  Configure  Permissions  Datastores  Networks
[ Datacenter —
[ ™™Lab Guest OS Microsoft Wir 10 (64-011 cPU US,
ESXi 6.7 and later (VM version 14) (m] 64 MHz
[ 10.19.203.76 % Eo I .
unning, version:10304 (Currenty
o MEMGRY USAGE
More info fin]

DNS Name:  VGPU- grid.com 8 GB

IP Addresses: 101 5 STORAG

Host 1019.203.76

i Launch Web Console J 150868
Launch Remote Console @ A%
LB VGPU-1Ful
VGPU-I-Linked
& VM Hardware v Notes v
% VGPU-2-Full
£ VGPU-3-FUIl
5 VGPU-4-Fu Related Objects ~ Custom Attributes ~
3 VGPU-5-Full
" Cluster TM Lab fmrTe W
£ VGPU-6-FU
B Host B 101020376
(51 Win10-1709 )
Networks B VM Network
Storage 3 datastorel

10.6 ENTITLING USERS ACCESS TO DESKTOP POOLS

1. Entitle Users to access desktops in the pool. Select Add entitlement from the
Entitlements button.
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VMware Horizon 7 Administrator Horizon Console | About | Help

Updated 8/14/2018 1:53 AM Q@ Desktop Pools
Sessions

Problem vCenter VMs

Logout

(administrator)

[ add... || edit. ||clone.. | [Delete... | [ v Entilements.. | | v Status || v AccessGroup | [ v More Commands |

0
Problem RDS Hosts o
Events 0

Filter =

Add entitlement...
| Find bup: | All -

D Display...

® 0 A
System Health [l @ [+
5 1 1

Type Source  User Assi... vCenter Server Entitled Enabled App Shorteuts

10.19.203.106 1 v
10.19.203.106 o v

Inventory

. | FullClonev| Automnated vCenter | Floating

£ Dashboard
&5 Users and Groups
¥ Catalog
[#] Application Pools
° Thinapps
¥ Resources
[ Farms.
{5 Machines
e Persistent Disks
» Monitoring

. | LinkedCloi Autonater vCenter (I Floating

» Policies

> View Configuration

= @

Sessions

2. Inthe Add Entitlements pop up, click on Add.

Add Entitlernents

Add new users and groups who can use the selected poaol(s).

add.. | | |

Hame Domains Ernail

|| Cancel |

the search results below and click OK to add them.
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Find User or Group

Type: [¥] users [¥] Groups [] Unauthenticated users
Name/User name: | Contains | » |
Description: | Containg |- |
| Find |
Name User Name Email Description In Folder

| cancel |

10.7 CONNECTING VMWARE HORIZON CLIENT TO THE
VIEW CONNECTION SERVER

Use the following procedure to connect a VMware Horizon client to the View connection
server:

1. Launch the VMware Horizon client

Select the New Server (plus sign) icon.

@ VMware Horizon Client
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Enter the server name or IP address in the Enter the name of the Connection Server field.

Select Connect to display the Login popup.

@ VMware Horizon Client

Enter the name of the Connection Server

10.19.203. 109

Enter the username and password of a user who is a member of the domain and who has
been granted a desktop pool entitlement. Select Login to display a list of available vGPU-
enabled desktop pool(s). Double-click the desktop you want to connect to.

vmware Horizon

Server: [ RHe=1//10.19.203. 109

User name: | administrator |
Password: | sssssanns |
Domain: GRID il

Success, you are now logged in.
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| 11:54AM
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Chapter 11.
PROOF OF CONCEPT, MONITORING, &

BENCHMARKING

This chapter describes the definition and deployment reasons for a Proof of Concept (POC)
and benchmarking your NVIDIA vGPU installation, including:

Proof of Concept
NVIDIA System Management Interface (NSMI)
NVIDIA Management Library (NVML)

vV v v Vv

Testing and simulation applications and tools

11.1 PROOF OF CONCEPT

It’s critical before purchasing and deploying to drive a proof of concept within your unique
environment first. NVIDIA recommends identifying users within your organization to two
groups: Those that require a Dedicated Quality of Service and those that require Good Quality
of Service and Highest User Density. The two are split by the following definitions:

> DEDICATED QUALITY OF SERVICE:

The equal and fixed share GPU scheduling policies provide equal GPU performance across all
vGPUs sharing the same physical GPU (please refer to Chapter 7 for further details per Tesla
GPU). Dedicated performance simplifies the POC since it allows the use of commonly used
benchmarks for physical workstations, like SPECViewPerf, to compare the performance with
the end users’ current workstation (physical or virtual).

» GOOD QUALITY OF SERVICE AND HGHEST USER DENSITY:
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The most successful POCs reaching the highest user densities with the lowest total cost of
ownerships are performed when actual end users use their Quadro vDWS virtual machines
in production while objective measurements and subjective feedback from the end user is
gathered. Benchmarks like SPECViewPerf should only be used to determine temporary
performance impacts that can occur when many other virtual machines are executing GPU
intensive tasks like zooming and panning in parallel. Benchmarks typically stimulate these
peak workloads which mimic the times where highest performance across all virtual
machines are required. They do not consider the times when the system is not fully loaded
which hypervisors and the best effort GPU scheduling policy leverage for higher user
densities at similar performance.

11.2 TESTING VIRTUAL VS PHYSICAL DESKTOPS

Benchmarking and testing within an open virtual environment vs. on a closed desktop
environment are different as there are efficiencies and administration needs that are also
addressed along the way. A desk side solution is a single solution that can be optimized for a
single use however, a virtual solution can not only be optimized for that same workload but also
can be reconfigured for and optimized for other workloads. Please keep these ideas in mind
while mapping out your environment and running the appropriate tests.

Addressing the challenges in today’s virtualized environments require visibility into all phases of
the virtual workspace lifecycle — from design and assessment to operations and support. Each
phase has its own unique challenges:

e Design and Assessment: IT architects need to be able to right-size their VDI environment
for the best end-user experience and ROL.

e QOperations: IT administrators need to efficiently deploy VDI with the best performance
and minimal downtime, and proactively manage and monitor their environment.

e Support: IT help desk and admins need to provide timely VDI user support and issue
resolution.

11.3 NVIDIA SYSTEM MANAGEMENT INTERFACE

The NVIDIA System Management Interface (NSMI) is a command line utility based on the
NVIDIA Management Library (NVML). The NVML helps you manage and monitor NVIDIA GPU
devices by allowing you to query and (if you have the appropriate privileges) modify the GPU
device state. GUI-based tool utilizes NVML and Windows Management Instrumentation (WMI)
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to provide great visibility into the GPU. Information can be reported in either XML or human-
readable plain text using either standard or file output.

At the host level, data can be accessed through NVML and nvidia-smi. NVML exposes the
NVIDIA virtual GPU management SDK metrics to third-party vendors, while nvidia-smi is a
management interface/command line tool that allows software programs or management and
monitoring tools to interact with GPUs on the server.

Refer to the NSMI documentation and see Chapter 12, Troubleshooting, on page 261 for more
information.

NSMI ships with the graphics drivers for the following operating systems:
» 64-bit Windows Server 2008R2
» 64-bit Windows 7

» Linux

11.3.1 NVIDIA VIRTUAL GPU in the VMware Ecosystem

NVIDIA vGPU and GPU integration with VMware comes in different forms. First, GPU
information is reflected in the VMware Horizon admin-focused dashboards in V4H (vRealize
Operations for Horizon). Second, NVIDIA is building GPU-focused dashboards that will address
both system admin as well as help desk use cases.

Migration with VMware suspense-and-resume technology is also supported on NVIDIA GPU-
enabled virtual environments. The screen capture below outlines NVIDIA GPU insights
captured within the vROps for Horizon:
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VMware Horizon customers who do not wish to use vRealize Operations for Horizon can
leverage the NVIDIA virtual GPU Management SDK free of charge.

The NVIDIA vGPU management SDK provides dashboards with end-to-end GPU insights in
vROps for the most comprehensive view of the virtualized infrastructure, supporting
architects, admin, and help desk use cases:
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e ENVIRONMENT VIEW for complete visibility of a cluster, with real-time GPU, memory,
temperature, alerts, and top 25 GPUs and VMs for a cluster

e HOST VIEW for individual host drill down, with real-time view of a host including GPU,
Encode, Decode, memory, temperature, alerts, and top 25 GPUs and VMs on that host

e GPU VIEW for individual GPU drilldown, with real-time GPU, Encode, Decode, FB
utilization, alerts, and top 10 apps per VM

e vGPU VIEW gives insights on each GPU, with real-time GPU, Encode, Decode, FB
utilization, alerts, and top 10 apps per VM

e  APPLICATION VIEW for the most granular visibility into GPU, with real-time GPU,
Encode, Decode, FB utilization per app

Environment View
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NVIDIA Virtual GPU vROps for Horizon with NVIDIA
Management Pack for vROps Virtual GPU

HOST MONITORING

Encode / Decode

Memory Usage &
Utilization

GUEST MONITORING

Encode / Decode

Memory Usage & X (only utilization)
Utilization

APPLICATION MONITORING

Encode / Decode
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Memory Usage & X X
Utilization

11.4 LINKS TO APPS AND TOOLS

This section contains sample links to some applications and tools that may assist in your
deployment and knowledge.

11.4.1 Browsers, Applications, & Tools

» Internet Explorer

https://www.microsoft.com/en-us/download/internet-explorer.aspx

» Google Chrome

https://www.google.com/chrome/browser/

» Mozilla Firefox

https://www.mozilla.org/firefox

» NVIDIA: www.nvidia.com
» NVIDIA Management and Monitoring

https://www.nvidia.com/en-us/design-visualization/solutions/it-management/

» NVIDIA Virtual GPU Software Management SDK

https://developer.nvidia.com/nvidia-grid-software-management-sdk

» Autodesk Maya

https://www.autodesk.com/products/maya/overview

» Autodesk 3DSMax

https://www.autodesk.com/products/3ds-max/overview

» Autodesk Revit
https://www.autodesk.com/products/revit/overview

» Autodesk AutoCAD

https://www.autodesk.com/products/autocad/overview

» Dassault Systemes SOLIDWORKS

https://www.solidworks.com/

» Dassault Systemes CATIA
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https://www.3ds.com/products-services/catia/

» PTC Creo

https://www.ptc.com/en/products/cad/creo

» Siemens NX

https://www.plm.automation.siemens.com/global/en/products/nx/

» Adobe Creative Cloud

https://www.adobe.com/creativecloud.html
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Chapter 12.
TROUBLESHOOTING

This section includes links and examples of where to explore and post in order to find
solutions or assistance.

Before troubleshooting or filing a bug report, review the release notes for information about known
issues with the current release, and potential workarounds.

12.1 FORUMS

NVIDIA forums are a very inclusive source of solutions to many problems that may be faced
when deploying a virtualized environment. Please search on the NVIDIA forums located here

first:
https://gridforums.nvidia.com/

You may also wish to look through the NVIDIA Enterprise Services Knowledgebase to further find
support articles and links here:

https://nvidia-esp.custhelp.com/app/answers/list/autologout/1

Keep in mind that not all issues within your deployment may be answered in the NVIDIA vGPU
forums. You may also have to reference forums from the hardware supplier, the hypervisor and
application themselves. Some examples of key forums to look through are here:

VMware Forums: https://communities.vmware.com/welcome
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Citrix Forums: https://discussions.citrix.com/

HPE ProLiant Server Forums: https://community.hpe.com/t5/ProLiant/ct-p/proliant

Dell Server Forums: https://www.dell.com/community/Servers/ct-p/ESServers

Lenovo Server Forums: https://forums.lenovo.com/t5/Datacenter-Systems/ct-p/sv_eg

Autodesk Knowledge Network: https://knowledge.autodesk.com/

Adobe Forums: https://forums.adobe.com/welcome

Dassault Systéemes User Groups: https://www.3ds.com/support/users-communities/

12.2 FILING A BUG REPORT

When filing a bug or requesting support assistance, it is critical to include information about
the environment, so that the technical staff that can help you resolve the issue. NVIDIA
includes the nvidia-bug-report.sh script within the. vib installation package to collect and
package this critical information. The script collects the following information:

VMware version

X.0rg log and configuration

PCl information

CPU information

GPU information

esxcfg information for PLX devices
esxcfg information for GPU devices
VIB information

NVRM messages from vmkernel.log
System dmesg output

Which virtual machines have vGPU or vSGA configured

vV vV v v v vV v VvV v Vv v v

NSMI output

When running this script:

» You may specify the output location for the bug report using either the -o or —output switch
followed by the output file name. If you do not specify an output directory, the script will
write the bug report to the current directory.

» If you do not specify a file name, the script will use the default name nvidia-bug-
report.log.gz.
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> If the selected directory already contains a bug report file, then the script will change the
name of that existing report file to nvidia-bug-report.log.old.gz before generating a new
nvidia-bug-report.log.gz file.

To collect a bug report, issue the command:

$ nvidia-bug-report.sh

The system displays the following message during the collection process:

nvidia-bug-report.sh will now collect information about your system and create the file 'nvidia-bug-
report.log.gz' in the current directory. It may take several seconds to run. In some cases, it may hang
trying to capture data generated dynamically by the vSphere kernel and/or the NVIDIA kernel module.
While the bug report log file will be incomplete if this happens, it may still contain enough data to
diagnose your problem.

Be sure to include the nvidia-bug-report.log.gz log file when reporting problems to NVIDIA.
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Chapter 13.
USING MOBAXTERM

This section describes how to use the personal version of MobaXterm to:
» Connect to the host server
> Edit text files using the internal text editor

» Upload a .VIB file to a data store

These instructions are provided for your convenience only and are believed to be accurate at the
time this manual was written. Visit http:// mobaxterm.mobatek.net/support/ documentation.html
to Horizon the most recent documentation available.

These instructions presume that you have already downloaded and installed MobaXterm on your
Windows toolbox PC.
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13.1 CONNECTING TO THE HOST SERVER

Use the following procedure to connect to the host server:
1. Launch MobaXterm.

2. Select Click New Session in the Sessions tab to open the Session Settings window.

Session settngs X

K B K %5 ¥ @ & & £ BN

SSH Telnet Reh Xdmep RDP VNG FTP SFTP Serial  FilefUrl  Shell

W Eacic SSH settings

Remate host © gndjp-hp2hw.nvida. ¥ Speofy username root port 22 o

B sdvanced SH settings W Terminal sattings | Bockmark settngs

V| X11Forwardng | Commpeesson Remote environment  Interactivechel v
Execute command Do not exit after command ends
| Dezplay SFTP browser Follow S8H path (sxpermentsl) 2-step authenboaton
Use private key Extra option T} F
Use proxy (sxpermentsl);  None - 1080 23 LA

— W

Connect Brough S5 gateway (Jump host)

W 0K & Cancel

Select the SSH icon at the top left of the window.

Enter either the IP address or hostname of the remote host in the Remote host field.

Check the Specify user name checkbox

Enter root in the field.

Select OK to open a new SSH connection to the remote host.
The connection displays in a new MobaXterm tab with a Password prompt.

NVIDIA vGPU™ Deployment Guide for VMware Horizon 7.5 on VMWARE vSphere 6.7 | 265



& 1 /home/mobaxterm

Your computer drives are accessible through the /drives

(Unix utilities

Using MobaXterm

G 3. gridjp-hp2h

* MobaXterm Personal Edition v6.6 *
and X-server on Gnu/Cygwln)

path

Your DISPLAY 1s set to 160. 7.1 .0
when using SSH, your remote DISPLAY is automatically forwarded
Each command status is specified by a special symbol (v or x)

This

is MobaXterm Personal Edition.

The Professional edition

allows you to customize MobaXterm for your company: you can add
your own logo, your parameters, your welcome message and generate
either an MSI installation package or a portable executable.

We can also modify MobaXterm or develop the plugins you n

For more information: m t

Enter your root password for the host in the connection tab.
You are now logged into the host server.

13.2 USING THE MOBAXTERM TEXT EDITOR

Once the connection has been established, the left side of the MobaXterm interface displays
the file system of the remote host in the left-hand side.

¥ MobaXterm

| Terminal Sessions

5 Q B

Session Servers  Tools

. Sessions

Macros

3 » 0O

Name
y .vmware
y bin

dev

etc

lib

i ibs4

4 mbr

| opt

proc
4 tardisks
4 tardisks.noauto

=) view

¢

Games

& Tools

@ sfp

Follow terminal folder

X Xserver (@ Tools /> Games X Settings Macros ) Help
= P 3 ) ) 3

s = B B8 X 6 X ©

Sessions View  Spit Fullscreen MultExec Tunneling Settings  Help Xserver  Exit
8 1. /home/mobaxterm G 3. gridjp-hp2hv.nvid: X P %
rm Personal Edition v6.6 <
(Unix utilities and X-server on Gnu/Cygwin)
’ computer drives are accessible through the
DISPLAY 1s set to 10 143:0.0
&~ using SSH, your remote DISPLAY 1is automatically forwarded
0 command status is specified by a special symbol (v or x)
0 +
g 1s MobaXterm Personal Edition. The Professional edition
ou to customize MobaXterm for your company: you can add

0 your own logo, your paramet: your welcome message and generate
0 either an MS stalla n package or a portable executab
0 We can also modify MobaXterm or develop the plugins you n
0 For more information: mot .mobatek.net/versio
L
0
0 X11 forwarding request failed on channel o
6 The time and date of this login have been sent to the system logs.
0 VMware offers supported, powerful system administration tools. Please
o K www .vmware.com/go/sysadmintools for details.
n
»

UNREGISTERED VERSION - Please support MobaXterm by subscribing to the professional edition her

The ESX1 Shell can be disabled by an administrative user. See the
vSphere Security documentation for more information.
[root@gridjp-hp2hv:~]1 i =

Figure 13-1.

Remote Host File System
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Use the following procedure to edit a file on the remote host using the built-in editor included

with MobaXterm:

1. Either navigate to or enter the path to the file you are going to edit.

n The following example will edit the config file located in /etc/VMware on the remote host.

Right click the config file and select Open with default text editor.
The MobaTextEdtior window opens and displays the contents of the file.

B MobaTextEditor

File Edit Search View Format Syntax Spedal Tools
I 2 e e 5 7 S 2 I Y [ = RN EET B

I 9

= config
1/1ibdir = "/usr/lib/vmware"

2 authd.proxy.nfc = "vmware-hostd:ha-nfc"

3 authd.proxy.nfcssl = "vmware-hostd:ha-nfcssl"

4 authd.proxy.vpxa-nfcssl = "vmware-vpxa:vpxa-nfcssl”
§ authd.proxy.vpxa-nfc = "vmware-vpxa:vpxa-nfc"

6 authd.fullpath = "/sbin/authd"

¥AppData¥L ¥Mob Files¥1¥r0UNIX  Plain text 6 lines jRow #6 ICol #3:

[=c

Add the line vGPU.consolidation = true to the config file.

Select File=> save to save your changes.

13.3 UPLOADING A .VIB FILE

Use the following procedure to upload a .VIB file to the host using MobaXterm:
1. Use MobaXterm to establish an SSH connection to the vSphere host

2. Select the sftp tab to display the host file tree.
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Name

Session

¥ MobaXterm

rminal Sessions

L I

Servers  Tools

7 Sessions

Macros

AGH AN

y .vmware
Y bin
4 dev
y etc
lib

i lib64

4 mbr
| opt
proc
| tardisks
} tardisks.noauto

=) view
&
Games

& Tools
) sfp

Follow terminal folder

X Xserver P Tools

&

Sessions

Yooooo0oomOoOOOOOOOO

UNREGISTERED VERSION - Please support MobaXterm by subscribing to the professional edition here:

£ Games < Settings Macros {9 Help

2 OB E X X ©

View  Spiit Fulscreen MultiExec Tunneling Settings  Help Xserver  Exit

1. jhome/mobaxterm

G} 3. gridjp-hp2hv.nvid X +) %
* Mo rm Personal Edition 6 * =
(Unix utilities and X-server on Gnu/Cygwin)
> Your computer drives are accessible through the es path
> Your DISPLAY 1s set to 10.19.57.143:0.
> When using SSH, your remote DISPLAY 1is automatically forwarded
> Each command status is specified by a special symbol (v or x)

This is MobaXterm Personal Edition. The Professional edition
you to customize MobaXterm for your company: you can add
own logo, your parameters, lcome message and generate
either an MSI installation pa cutable
We can also modify MobaXte
For more information:

X11 forwarding request failed on channel 0

The time and date of this login have been sent to the system logs.
VvMware offers supported, powerful system administration tools. Please
see www.vmware.com/go/sysadmintools for details.

The ESX1 Shell can be disabled by an administrative user. See the
vSphere Security documentation for more information.
[root@gridjp-hp2hv:~]1 I -

Navigate to the /vmfs/volumes/ folder.

Select the name of your data store.

Select the link target from the dialog in the sftp tab to continue navigating to the data store.

The SFTP browser does not automatically handle the link when attempting to use the symbolically-
linked data store name and displays a dialog showing the symbolic link target. Click OK.

You are now be able to access all the folders and configuration files on the VM.
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Copy the .VIB file to the data store by dragging and dropping it from your local machine into
the target location.

B Lol [ # vobaxterm 2
== &' Terminal Sessions &5 View (X Xserver (P Tools £ Games X Settings Macos () Help
\SiS/ = -
3 I, X < 4 >
- Lol ® @ R & % B W OB S X O X ©
Sesson Servers Tools Games Sessons View  Spit Fulscreen MultExec Tunneing Settings  Help Xserver  Exit
NVIDIA-vgx-VMuare-340. 26-10EM =
¢ Sessions & Tools ™ 1 /home/mobaxterm CA3.gridip-hp2hv.nvidic X Q
Macgos & sfp a

(Unix utility X-server on Gnu/Cygwin)

LS EON @AW 3 Flodthiroudh "
> Y t e e s t t drives pat
Jvmfs/volumes/53d1cf07-80f5b09c-2107 e B ater s ey e P

Name Sis ~ > when using , your remote DISPLAY is automatically forwarded
> Each command status is specified by a special symbol (v or x)

) .sdd.sf

0
} VDGA-001 2
& vb 0
o
2
2 W c ms
2 For more informatiol
f Password:
11 forwarding request failed on channel &
1 i The time and date of this login have been sent to the system logs.
W7VGPU-008 1 VMware offers supported, powerful system administration tools. Please
} Win7-001 [l s ce www.vmware.com/go/sysadmintools for details.
o of >
3 Y The ESXi Shell can be disabled by an administrative user. See the
P Follow terrioal folder vSphere Security documentation for more information.

[root@gridjp-hp2hv:~1 I =
UNREGISTERED VERSION - Please support MobaXterm by subscribing to the professional edition here: htto

This example shows the target folder already created. If needed, you can click the New Folder icon
in the Sftp tab to create a new folder for the .VIB file.
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Chapter 14.
USING WINSCP

This section describes how to upload a .VIB file using WinSCP. Before doing this:
» Ensure that SSH is enabled on vSphere (see Chapter 3, Installing on page 25).

» Download and install WinSCP on a Windows PC that has network connectivity to your
vSphere host.

Use the following procedure to upload a .VIB file using WinSCP:

1. Start WinSCP to display the Login screen.

Enter the connection details required to connect to the vSphere host.

Select Login to display the wWinscp Login window.
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&% WinSCP Login S B3
[/ New Site Session
File protocol:
SFTP 'I
Host name: Port number:
f10.21.68.159 | 22/
User name: Password:
Iroot essescce
Save |+ Advanced... |v
Tools A4 Manage v @ Login ‘v Close Help

Using WINSCP

If this is your first time connecting to this server, a warning dialog will appear asking you to

confirm the connection.

Navigate to the local folder containing the .VIB file that you want to upload to the vSphere
host once the connection is established. Use the left pane of the WinSCP interface.

Navigate to a data store you want to upload the .VIB file to using the right pane of the WinSCP

interface.

Lol Mark Fles Conmands Sesson Optons Remate Help

B & (3 smovone B F @ | 7 (5 Queve + TranferSettngs Defot Sl
(& 100t010.21.68.159 | G New Session |
My doaments 2] SEAT-
t X 3 IHEY
i sers pdnsivato VDI Docments e
Name - _xt See [ Tipe Ghanged - Changed
- Parentdrectory  8/18/2014 135 2eM P78 P RER M twor oo

vy v
%o

0Bof26428m00fs 080 775 MBI 0of 5.

Right-click the .VIB file and select Upload to upload the file to the host.
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