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Introduction

Nearly a decade aghVIDI®pioneered the use of GPtisaccelerate computationalyptensive
workloadswith the introduction othe G80GPUandthe NVIDIA&UDM®paralkl compuing platform.
Today NVIDI®Tesl®GPUscceleratehousands oHigh Performance Computing (HR@)lications
acrossmanyareasincludingcomputational fluid dynamics, medicakearchmachinevision financial
modeling,quantum chemistryenergy discoveryandseverabthers.

NVIDIATeslaGPUs ar@nstalledA y Y I yeé 2F (KS ¢ 2 Nicée@ratingliseduiey andzLIJS ND 2 Y LI
enablingincreasingly complex simulations across multiple domBatacenters are usingVIDIATesla

GPUWto speedup numerousHPCand Big Datapplicationswhile alscenablngleadingedge Atificial

Intelligence (Al) and Deepdrningsystems

NVIDIR & NVIDIA Tesla P1@0celerator(seeFigurel) using the groundbreaking neMVIDIA®
Pascat GP100 GPtikes GPU computing to the next lev&his papedetails both the Tesla P100
accelerator andhe Pascal GP100 GPU architectures.

Alsodiscussedis+ L 5 L ! Qa LOGHIS&TEMHL! utifz&edight Tesla P100 accelerators
effectively amAlsupercomputer in a boXhe DG ispurposebuilt to assist researchers advancing Al
and data scientists requiring an integrated systenDfeep Learning

Figurel. NVIDIA Tesla P100 with Pascal GP100 GPU
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Tesla P100: Revolutionary Performance and

Features folGPU Computing

With a 15.3billion transistoiGPUa newhigh performancénterconnect that greatly accelerat&PU
peerto-peerand GPHo-CPUcommunicationsnew technologies to simplify GPU programmangy
exceptionapowerefficiency,Tesla P10& not only thanost powerfu] but also the most architecturally
complexGPUacceleratorarchitectureever built.

Key features ofesla P10ihclude:

1 Extreme performance
Powering HPMeep Learningand many mor&PU Computing areas
ITbx[Ayln
b + L 5L ! hiyhk speed, Aigh bandwidth interconnect for maximum application scalability
i HBM2
Fast, high capacity, extremely efficient CoWoS {@hifyaferon-Substrate) stacked memory
architecture
9 Unified MemoryCompute Preemptigrand New Al Algorithms
Sgnificantlyimproved programming modahd advanced Al software optimized for the Pascal
architecture
i 16nm FinFET
Enables more features, higher performance, and improved power efficiency

Unified Memory

Pascal Architecture 16nm FinFET CoWoS with HBM2 Compute Preemption
New Al Algorithms

Figure2. New Technologies in Tesla P100
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ExtremePerformance for High Performance Computing and
Deep Learning

Tesla P10Was built to deliveexceptionaperformance for the most demanding compute applications
delivering

9 5.3 TFLOBof doubleprecision flating point (FP64) performance
9 10.6 TFLOBof shgleprecision (FP32) performance
9 21.2 TFLOBof half-precision(FPB) performance

20

P100 (FP16)

-
(4]

P100 (FP32)

-
o

Teraflops (FP32/FP16)

(S}

3X Compute

Figure3. Tesla P100 Significantly Exceeds Compute Performance of Past GPU
Generations

In addition to the numerous areas of high performance computing that NVIDIA GPUs have accelerated for
a number of years, most recenideep Learninbas become a very important area of focus for GPU
accelerationNVIDIA GPUs anew at the forefront of &ep neural networks (DNNs) and artificial
intelligence(Al) They areccelerating DNNSs in various applicadiby a factor of 10x to 2@ompared to
CPUsandreducing training times from weeks to dayn the pasthree years, NVIDIA Giidsed
computingplatforms have helped speed uUpeep Learningetworktraining timedy a factor of fifty. In

the pasttwo yearsthe number of companies NVIDIA collaborates witbeep Learningas jumped

nearly 35x to over 3,400 companies.

Newinnovations in our Pascaichitecture, includingative 16bit floating point (FP) precisipallow
GP100 to delivegreat speedups for mariyeep Learninglgorithms These algorithmdo notrequire
high levels of floatingoint precision, but they gain large benefits from theitdidal computational
power FP16 affords, and the reduced storage requirements foit tiitatypes.
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NVLink: Extraordinafgandwidth for MultGPU and GRto-
CPU Connectivity

As GPtaccelerated computing has risen in popularitpre multtGPU systems are being deploytall

levels, from workstation® serversto supercomputers. Marg-GPUand 8GPU systernonfigurations

are now used to solve biggend more compleproblems Multiple groups of mukGPU systems are
beinginterconnected using InfiBand®and 100Gb Ethernet to form much larger and more powerful

systems. fie ratio of GPUs to CPUs has also incR&se H n M H Q& F I & S Aitan Iccatad8t NI 2 Y LJdz
Oak Ridge National Lalbgployedone GK110 GPU per CPWayg two or more GPUs are more

commonly being paired per CPU as developers increasingly expose and leverage the available parallelism
provided by GPUs in their applications. As this trend continues, PCle baraduhdtimulttGPU system

levelbecomes a Igiger bottleneck.

To address this issuggsla P10€aturesb + L 5riew Biglispeed interface, NVLinthat providesGPU
to-GPU data transfei up to 160 Gigabytes/secondf bidirectional bandwidth 5x the bandwidth of
PCleGen 3 x16Figure4 shows NVLinkonnectingeight Tesla P100 Accelerators in a Hybrid Cube Mesh
Topology

CPU CPU
— PCIe PCIe — —> PCle PCle D
witch Switch Switch

— | P100 |

P100| «—! | [ L—» | P100 | [91001 «—
—>}P1001 {Pmou— —

NVLink
<+—» PCle

P100 | [PIOO | —

Figure4d. NVLink Connecting Eight Tesla P100 Accelerators in a
Hybrid Cube Mgh Topology
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Figure5 shows the performance for various workloadismonstrating the performance scalability a
server can achieve withp toeight GP10 GPUs connected via NVLi{Note: These numbers are
measured on preroduction P100 GPU)s.

50x

-5 m 2x K80 (M40 for Alexnet) m2x P100 m4x P100 m=8x P100
X

35x
30x
25x

20x

Speed-up vs Dual Socket Haswell

15x
10x

5x

— — 2x Haswell CPU
0x

Caffe/ Alexnet VASP HOOMD-Blue COSMO MILC Amber HACC

Figure5. Largest Performance Increase with EIBA0& connectedria NVLink

HBM2 HigkSpeedGPU Memory Architecture

TeslaP10@ & ( KS ¢ 2 Niciet@iretdsupggditiHBNRtmemory. HBM2 offers three tini@s)
the memory bandwidth ahe MaxwellGM200 GPUThis allowshe P100to tackle much larger working
sets of data at higher bandwidth, improving efficiency and contipatd throughput, andeduce the
frequency of transfers from system memory

Because HBM2 memorysiscked memory andlocated on the samphysicapackage as the GPU, it

provides considerable space savings coegbéo traditional GDDRS5, which allowgdo build denser GPU
serveranore easily than ever befare
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Figure6. Tesla P100 with HBM2 Significantly Exceeds Memory Bandwidth of Past GPU
Generations

Simplified Programming for Developers with Unified Memory
and ComputePreemption

Unified Memorys a significant advancement for NVIDIA GPU computing and a major new hardware and
softwarebased feature of the Pascal GP100 GPU architedtymr@vides a single, seamless unified

virtual address space for CPU and GPU merdnifyed Memory geatly simpliesGPU programming and
porting of applications to GPEadalso reduces the GPU computing learning cumagrBmmers no

longer need to worry about managing data sharing between two different virtual memory systems.
GP100 ishte firstNVIDIAGPU to support hardware page faulting, and when combined with ndoit 49

(512 TBYyirtual addressing, allovwsansparent migration of data between thal virtual address spaces

of both the GPU and CPU.

ComputePreemptioris another important new hardware and software feature added to GP100 that

allows compute tasks to be preempted at instrucliewel granularity, rather than thread block

granularity as in prior Maxwell and Kepler GPU architectGmapute Preemption puents longrunning
applications from either monopolizing the system (preventing other applications from running) or timing
out. Programmers no longer need to modify their lomgning applications to play nicely with other GPU
applications. With Compute &mption in GP100, applications can run as long as needed to process large
datasets or wait for various conditions to occur, while scheduled alongside other tasks. For example, both
interactive graphics tasks and interactive debuggers can run in conttelbmgrunning compute tasks.

NVIDIA Tesla P100 WPR08019001_v011 | 9



High Bandwidth Memoi

ndwidth Memory 2

GP100GPWHardwareArchitecture InDepth

GP100 was built to be the highest performing parallepmdingprocessor in the world to address the

needs of the GPU accelerated computing markets serviced by our TeskcPdl@rator platform. Like

previous Teshalass GPUs, GP100 is composed of an array of Graphics Processing Clusters (GPCs), Texture
Processing Clusters (TPCs), Streaming Multiprocessors (SMs), and memory controllers. A full GP100
consists of six GPCs,Biscal SMS80 TPCs (each including two SMs), and eighbBh2emory

controllers (4096 bits total).

Each GPC inside GP100 has ten SMs. Each SM has 64 CUDA Cores and four texture units. With 60 SMs,
GP100 has a total of 3840 single precision CUDA Cu&2l@ texture unitdcach memory controller is

attached to 512 KB of L2 cache, and each HBM2 DRAM stack is controlled by a pair of memory
controllers. The full GPU includes a total of 4096 KB of L2 cache.

Figure7 shows a full GP100 GPU with 60 SM units (different products can use different configurations of
GP100). The Tesla P100 accelerator uses 56 SM units.

PCI Express 3.0 Host Interface

TPC PC TPe e TPC

M su
| instruction Cache || “Instruction Cache |l instruction Cache [ “Instruction Cache |l instruction Cache || il

Z fowep yipimpueg yBiH

=
B
3
3
<
(<]
o
2
s
g

2 Kiowop ypImpueg yBIH

T
NVLink

Figure7. PascalGP100 Full GPU wi@® SM Units
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ExceptionaPerformance andPower Efficiency

Deliveringhigherperformanceandimproving energy efficiency are two key goals for new GPU
architecturesA number of changes to the SM in tdaxwell architecturémproved itsefficiency
compared to KepletPascahas builton this and incorporates additional improvements that allow us to
increaseperformance per watt even further over Maxwilhile¢ { a / @hén FilEETmanufacturing
process plays an important roleany GPU architectarmodifications were alsimplementedto further
reduce power consumption while maintaining high performance

Tablel. Tesla P100 Compared to Prior Generation Tesla products

Tesla Products Tesla K40 Tesla M40 Tesla P100
GPU GK110 (Kepler) GM200 (Maxwell) GP100 (Pascal)
SMs 15 24 56

TPCs 15 24 28

FP32 CUDA Cores / SM 192 128 64

FP32 CUDA Cores/ GPU = 2880 3072 3584

FP64 CUDA Cores / SM 64 4 32

FP64 CUDA Cores/ GPU | 960 96 1792

Base Clock 745 MHz 948 MHz 1328 MHz
GPU Boost Clock 810/875 MHz 1114 MHz 1480 MHz
Peak FP32 GFLOPs 5040 6840 10600
PeakFP64 GFLOPs 1680 210 5300

Texture Units 240 192 224

Memory Interface 384-bit GDDR5 384-bit GDDR5 4096-bit HBM2
Memory Size Upto 12 GB Up to 24 GB 16 GB

L2 Cache Size 1536 KB 3072 KB 4096 KB
Register File Size / SM 256 KB 256 KB 256 KB
Register File Size / GPU 3840 KB 6144 KB 14336 KB
TDP 235 Watts 250 Watts 300 Watts
Transistors 7.1 billion 8 billion 15.3 billion
GPU Die Size 551 mm? 601 mm? 610 mm?
Manufacturing Process 28-nm 28-nm 16-nm FinFET

1 The GFLOPS in this chart are based on GPU Boost Clocks.

NVIDIA Tesla P100
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PascaBreaming Multiprocessor

Dt mn n Qgenegatiol: SMKarchitecture improves CUDA Core utilization and power efficientingesul
in significant overall GRig¢rformance improvements, and allowing higher core clock speeds compared to
previous GPUs.

Dt MmnnQa {a Ay OdNdsBriNFP32S @UDA Goredoktyad, the Maxwell and Kepl&Ms

had 128 and 192 FP32 CUDA €arespectively. The GP100 Sidaditioned into two processiniglocks,

each having 32 singpgecision CUDA Cores, an instructiofféyya warp scheduler, and tveispatch

units. While a GP100 SM has half the total number of CUDA Cores of a Maxwellag¥Nhins the same

register file size and supports similar ocaupeof warps and thread blockt mnnQa {a Kl & (KS
number of registers as Maxwell GM200 and Kepler GK11,(b8Mke entireGP100 GPU has far more

SMs, and thus many more registeveiall This means threads across BEU have access to more

registers, and GP100 supports more thigavarps, and thread blocksflight conpared to prior GPU

generations.

Overall shared memory across the GP100 GPU is also increasedndui@creasd SM count, and
aggregate shared memory bandwidth is effectively more thaibldd. A higher ratio of sharedemory,
registers, and warps per SM in GP100 allows the SM toeffaiently execute code. Theage more
warps for the instruction scheduler éboose from, more loads initiate, and more pethread
bandwidh to shared memory

Figure8 shows the resulting block diagram of the GP100 SM.

/ 2YLI NBR (G2 YSLXSNE tlaodolftQa {a FSIi{d2NBa | &arayYLX s
less power to manage data transfarishin the SM. Pascal also provides superior scheduling and

overlapped load/store instructions to increase floating point utilization. The new SM scheduler

architecture in GP100 improves upon the advances of the Maxwell scheduler and is even moeatintellig
providing increased performance and reduced power consumption. Each warp scheduler (one per

processing block) is capable of dispatching two warp instructions per clock.

OyS ySg OFLIloAftAGe GKFG KFra 0SSy |t®RfRoBeRs botR1®Dt mnn QA&
and 32bit precision instructions and datas describeélater in this paperFP16perationthroughput is
up to twice FP3@perationthroughput.
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InstructionBuffer ~Instruction Buffer
Warp Scheduler Warp Scheduler

Dispatch Unit Dispatch Unit Dispatch Unit Dispatch Unit
B £ £ 2

Register File (32,768 x 32-bit) Register File (32,768 x 32-bit)

Core Core Core

Core

Core Core Core

Core Core  Core
Core Core  Core
Core Core  Core
Core Core Core

Core Core Core

Core Core

Texture / L1 Cache

64KB Shared Memory

Figure8. Pascal GP100 SM Unit

Designed foHigh-PerformanceDoublePrecision

Double precision arithmetic is at the heart of many HPC applications such as linear algebra, numerical
simulation, and quantum chemistry. Therefaee of the key design goals for GP100 wasgnificantly
improve thedelivered performace for these use cases.

Each SM in GP100 features 32 double precision (FP64) CUDA Cores, whicalfisheneumber of FP32

single precision CUDA Cores. A full GP100 GPU has 1920 FP64 CUDA Cores. Thisiagleatio of

precision $B units todoubleprecisionDPPdzy A 1a |t Adyad o0SGGSNI gAGK Dt mnnQ:
allowing the GPU to process DP workloads more efficiently. Like previous GPU architectures, GP100

supports full IEEE 78008 compliant single precision and double precision aetizmincluding support

for the fused multiplyadd (FMA) operation and full speed support for denormalized values.

Note: Kepler GK110 had a 3:1 ratio of SP units to DP units.

NVIDIA Tesla P100 WPR08019001_v011 | 13
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Support for FP16 Arithmetic Speeds Up Deep Learning

Deep learning is one of the fastest growfietds of computingltis a critical ingredierih many
importantapplicationsjncludingreakttime language translation, highly accurate image recognition,
automatic image captioning, autonomous driving objecognition, optimal path calculations, collision
avoidanceand others Deep learning is a twsiep process

Frst, aneural network rast be trained
Secondthe network is deployed in the field run inference computations, where it uses the results
of previous trainingo clessify, recognize, and generally procesisnown inputs.

Compared to CPUs, GPUs can provide tremendous performance speedgepftiearningaining and
inference.

Unlke other technical computing applications that require faggrison floatingpoint computation,

deep neural network architectures have a natural resiliencertoeedue to the backpropagation

algorithm used in their training. In fact, to avoid overfijta netwak to a training datasefipproaches

such as dropout aim at ensuring a trained networlegalizes well and is not overliant on the

I OOdzNF O 2F 62NJ SNNEBENK Ay0 lFye 3IABSYy dzyAidiQa O2 YLz

StoringFP16 data compared to higher precision Fe¥32P64 reduces memory usage of the neural
network and thus allostraining and deployingf largernetworks UsingFP16computationimproves
performance up to 2gompared toFP32 arithmeticandsimilarlyFP16 data transfers take less time than
FP32 or P64 transfes.

Note: In GP100, two FP16 operations can be performed using a gaigégtoperationinstruction.

Architectural improvements in GP1@®mbined withsupport for FP16 datatypedlow significantly
reducedDeep Learningrocessindimescompared tovhatwas achievablpist last year.

Better Atomics

Atomic memory operations are important in parallel programming, allowing concurrent threads to
correctly perform readanodify-write operations on shared data structures.

Kepler featuredhared memory atomic operations of the same form as F&uatt architectures
implemented shared memory atomics using a lock/update/unlock pattern that could be expensive in the
case of high contention for updates to particular locations in shared memory.

Maxwell improvd atomic operatios by implementing native hardware support for shared memory
atomic operations for 3Bit integers and native shared memory &#t and 64bit compareand-swap
(CAS), which can be used to implement other atomic functiaghgeduced overheacompared to the
Fermi and Kepler methods which were implemented in soffware

GP100 builds upon Maxwell by also improving atomic operations using new Unified Memory and NVLink
features(describedn the following paragraphsThe atonic addition operation in global memory has
been extended to include FP64 data. The atomicAdd() function in CUDA now applies to 3Bitand 64

NVIDIA Tesla P100 WPR08019001_v011 | 14
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integer and floatingpoint data. The rounding mode for floatipgint isroundto-nearestevenfor all
floating-point atomic add operations (formerly, FP32 atomic addition tmaadto-zerg.

L1/L2 Cache Changes in GP100

While Fermi and Kepler GPUs featured &B4onfigurable shared memory and L1 cache that could split
the allocation of memorydiween L1 and shared memory functions depending on workload, beginning
with Maxwel) the cache hierarchy was chang&teGP D0 SMhasits own dedicated pool of shared
memory (64KBSM) and an L1 cache that can also serve as a texture cache dependingloadyvdhe
unified L1/texture cache acts as a coalescing buffer for memory accesses, gathering up the data
requested by the threads of a warp prior to delivery of that data to the warp.

Note: One CUDA Thread Block cannot allocate 64 KB of shared mémaself, but two Thread Blocks
could use 32 KB each, etc..

Adedicated shared memory per Siveansapplications no longer need to select a preference of the
L1/shared split for optimal performangehe full 64 KB per Sialwaysavailable fosharedmemory.

GP100 features a unified 40B8 L2 cache that provides efficient, high speed data sharing across the
Dt ! ® LY O2YLI NRAZ2Y > KBYwhile SN200 shippedivithCBERE of &2 cichem p o ¢
With more cache located echip, fewer requestottheD t | IRAM are needewhich reducesverall
board power reducesmemory bandwidth deman@nd improvegerformance.

GPUDirect Enhancements

Whether you are working through mountains of geological data, or researching solutions to complex
scientificproblems, you need a computing platform that delivers the highest data throughput and lowest
latency possible. GPUDirect is a capability that enables GPUs within a single computer, or GPUs in
different servers located across a network, to directly exchdagewithout needing to go to

CPU/system memory.

The RDMA feature in GPUDiriettoduced in Kepler GK1&llows third party devices suchlagniBand

(IB) adapterspetwork interface carddNIC$, andSSD#o directly access memory on multiple GPUsiwith
the same system, eliminating unnecessary memory copies, dramatically lowering CPU overhead, and
significantly decreasing the latency of MPI send and receive messages to/from GPU memory. It also
reduces the demands on system memory bandwidth and free&BlJ DMA engines for use by other
CUDA tasks.

GP100 doubles theeliveredRDMA bandwidth reading data from the source GPU memory and writing to
the targetNICmemaoryover PCleDoubling the bandwidth of GPUDirect is very important for many use
cases, eggriallyDeep Learningn fact,Deep karning machines hawaehigh ratio ofGPUgo CPUSgin

some cases 8 GPUs per ;RO it is very important for th@PUdo interact quicklywith IOwithout

falling back to the CPU fdatatransfers.

NVIDIA Tesla P100 WR08019001_v011 | 15
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ComputeCapability

TheGP100GPUsupports the new Compute Capability &.8ble2 compareghe parameters of different
Compute Capabilities for NVIDIA Girthitectures

Table2.  Compute Capabilities: GK110 vs GM200 vs GP100

GPU Kepler GK110 Maxwell GM200 Pascal GP100
Compute Capability 3.5 5.2 6.0
Threads / Warp 32 32 32
Max Warps / Multiprocessor 64 64 64
Max Threads Multiprocessor 2048 2048 2048
Max Thread Blocks / Multiprocessor = 16 32 32
Max 32-bit Registers / SM 65536 65536 65536
Max Registers / Block 65536 32768 65536
Max Registers / Thread 255 255 255
Max Thread Block Size 1024 1024 1024
Shared Memory SiZeSM 16 KB/32 KB/48 KB 96 KB 64 KB

TeslaP100 2 2NXI RQa OBMRE G Dt ! @gAGK

As theuse ofGPUs to accelerate compute applications has gseatly in recent yearso has the

appetite for datan many of those applicationMuch larger problems are beiaglved by GPUs
requiringmuch larger datase@nd higher demand for DRAM bandwidflo addresshis demand for

higher raw bandwidthTesla P100 is the first GPU accelerator to use High Bandwidth Memory 2 (HBM2).

HBM2 enables a significant boost in DRAKdwidth by fundamentally changing the way the DRAMs are
packaged and connected to the GPU.

Rather tharrequiring numerous discrermemory chipsurroundinghe GPU am traditional GDDR5 GPU
board designgiiBM2includes one or more vertical stacksmafltiple memory dis. The memory diare
linked usingnicroscopiavires that arecreated withthroughsilicon vias and microbumps. On&B

HBM2 die contains over 5,000 througilicon via holes. passivesilicon interposer is then used to
connect the memorgtacks and the GPU diehe combination of HBM2 stack, GPU ainel Silicon
interposer are packaged in a single 55mBdmm BGAvackageSeeFigured for an illustrationof the
GP100 andwo HBM2stacks andFigurelOfor a photomicrograph of arctual P100 with GPU and
memory;
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Figure9. Crosssection lllustrating GP10édjacentHBM2stacks

FigurelO. CrosssectionPhotomicrograplofa P100 HBM2 stack aaP100GPU

The photomicrograph iRigurel0showsa crosssection ofa TeslaP100HBM?2 staclkandthe GP100 GPU
TheHBM stackin the upperleft is built out of fivedie-- a base die ash4 memory di@bove it The top
memory die layeis very thick. When assemb)elde top die and GPU are ground to the same height to
present a coplanar surface fohaat sink.

Compared to the prior HBM1 generatiéiBM2 offers higher memory capacity and mentamgdwidth
HBM2supportsfour or eight DRAM dies per staekile HBM1 onlysupportsfour DRAM dies per stack.
HBM2 supports up to 8b per DRAM djevhileHBM1 supportenly 2Gb per dieWhereHBM1 was
limited to 125GB secof bandwidth perstack,P100 supports 180GB/sec per stack WBM2

Asshown inthe GP100 fuithip block diagrar(Figure?), the GPD0O GPU connects ttmur HBM2 DRAM

stacks.Two 512bit memory ontrollersconnect to each HBM2 staftk an effective 409®it-wide HBM2
memory interface. InitiallyTesla P10@cceleratorswill ship with four 4ie HBM2 stacks, fertotal of 16
GB of HBM2nemory.
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