Warm Start Active Learning with Proxy
Labels & Selection via Semi-Supervised Fine-Tuning
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Abstract. Which volume to annotate next is a challenging problem in build-
ing medical imaging datasets for deep learning. One of the promising methods
to approach this question is active learning (AL). However, AL has been a
hard nut to crack in terms of which AL algorithm and acquisition functions
are most useful for which datasets. Also, the problem is exacerbated with
which volumes to label first when there is zero labeled data to start with. This
is known as the cold start problem in AL. We propose two novel strategies
for AL specifically for 3D image segmentation. First, we tackle the cold start
problem by proposing a proxy task and then utilizing uncertainty generated
from the proxy task to rank the unlabeled data to be annotated. Second, we
craft a two-stage learning framework for each active iteration where the un-
labeled data is also used in the second stage as a semi-supervised fine-tuning
strategy. We show the promise of our approach on two well-known large
public datasets from medical segmentation decathlon. The results indicate
that the initial selection of data and semi-supervised framework both showed
significant improvement for several AL strategies.

Keywords: Active Learning - Deep Learning - Semi-supervised learning -
Self-Supervised learning - Segmentation - CT.

1 Introduction

Active learning (AL) [21] for medical image segmentation can help reduce the burden
of annotation effort as it focuses on selection of the more relevant data that may
lead to a better performing model. However, there is disagreement among which
acquisition function for ranking the unlabeled data is the best [20,3,4,22,5] and also
which framework is the best for uncertainty generation [17,26,7,15,2,16,6]. Apart from
these challenges for AL, there are two other critical problems to be addressed as well:
(1) When faced with an entirely unlabeled pool of data, how does one select the initial
set of data to start annotation? This falls under the problem of the “cold start” in AL
[32,9]. (2) Current acquisition functions utilize supervised models which learn using
labeled data. There is a lack of 3D-based AL algorithm that leverages the knowledge
of unlabeled data in uncertainty generation and data ranking. The models based on
semi-supervised learning (SSL) can become better data selectors [22,28]. So far SSL
has only been shown to be effective for helping AL algorithms in generic computer vi-
sion tasks [22,4,3] or 2D medical segmentation [28]. Unfortunately, SSL models for 3D
segmentation are not straightforward, as the entire 3D volume cannot be used as input,



unlike the 2D variants due to memory constraints. They face the challenge of appropri-
ate patch selection, which needs to focus on the desired region of interest (ROI). In this
work, we propose novel strategies to tackle these challenges. The experiments have been
performed on two well-known large public computed tomography (CT) datasets [23].

2 Related Work

Cold Start AL: The knowledge of which data to annotate first, given a completely
unlabeled pool of data, can serve as an excellent starting point for the active learning
process. Prior work has been done for natural language processing [1,32]. In [32] an
embedding is generated for sentences using a pre-trained transformer model. Clus-
tering is performed on the embeddings; the sentences closest to cluster centers are
selected first for annotation. Compared to random selection, such a strategy improves
the data annotation process when there is zero labeled data. This is highly relevant
in the medical imaging domain where there is an abundance of unlabeled data, but
annotations are costly and often unavailable.
Semi-Supervised AL: There is prior work that has shown that semi-supervised
learning is beneficial for AL where it makes the models a better selector of annotation
data while improving the performance [1,22]. However, these have only been shown
for either classification [22] or for 2D segmentation [27,13]. There is no AL work
combined with 3D semi-supervised learning to the best of our knowledge.
Meanwhile, multiple methods have been proposed that fall under semi-supervised
learning techniques for 3D segmentation, such as [29] which utilizes an ensemble of
models for SSL, [31] which uses a student-teacher method, [14] which proposes to
use a shape constraint for SSL, as well as prediction consistency-based approaches or
contrastive approaches [25]. Ensembles are computationally expensive, while student-
teacher and shape constraints are not ideal for AL either. Hence we explore towards
consistency-based approaches for AL SSL.

3 Proposed Method

The proposed method starts with ranking of a zero-labeled data pool via a proxy
task that utilizes pseudo labels, which can also be considered as a self-supervised
learning task (Ref Fig. 1). After the annotation of selected unlabeled data, a fully-
supervised training is performed. The trained model is consecutively fine-tuned via
a semi-supervised approach. Finally, the fine-tuned semi-supervised model is used
for data selection of which 3D volumes should be labeled next by the annotator. The
cycle continues till the desired performance is achieved. Please refer to Algorithm.
1 for more details.

We utilize a U-Net [19] like 5-level encoder-decoder network architecture with
residual blocks at every level. In the experiments, only the number of output chan-
nels are modified based upon the number of classes of the segmentation task. We
consistently utilize a softmax function for activation to probability maps p(z;), for
proxy, supervised and semi-supervised learning.
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Fig. 1. The proposed pipeline of the entire AL framework. Left to right: First, we generate
the pseudo-labels for a proxy task to perform data ranking via uncertainty. The pre-trained
model and the ranking both are used in the semi-supervised AL framework, which is a
two-stage learning process. After semi-supervised learning is done, the final model is used
to select data for annotation to repeat the cyclic process.

3.1 Pre-Ranking of Data via Pseudo Labels as a Proxy Task

Consider an unlabeled pool of data I which consists of n samples, forming a set
as U = {x1,22,...x, }. To generate a pseudo label denoted as y? for a given sample
data point x;, we threshold x; within a typical abdominal soft-tissue windows for CT
data (W:50 L:125) Hounsfield Units (HU)!, then utilize largest connected component
analysis to select ROIs that are well connected. Intuitively, the expectation is to
select all major organs of the abdomen as foreground. All prior approaches regarding
pseudo-labels have been 2D or on a slice-by-slice basis [18,28]. Here, we provide an
efficient and effective 3D extension.

After the generation of pseudo labels, we form a pseudo-labeled dataset UP =
{(z1,47),(x2,48) - (n,yE) }. A proxy model is trained using the pseudo-labels that
utilizes a combination of Dice and Cross-entropy (DiceCE) loss denoted as Lpicecr
as outlined in [10]. Please note that this is a binary segmentation task.

The proxy-trained model tackles the cold start AL problem with two specific ad-
vantages. First, it acts as a pre-trained model, which is a good initialization compared
to random initialization. Since the model is already trained on a pseudo segmentation
task, it is better suited to prior initialization as compared to random initialization.
Second, it allows for data uncertainty estimation of all the unlabeled volumes I/ that
it was trained on. Monte Carlo simulation is used to generate multiple predictions
with dropout enabled during inference to estimate the uncertainty [6]. More details
on uncertainty estimation can be found in section 3.4. The most uncertain volumes
are selected for the initial pool denoted as 7 with the pre-trained checkpoint of the
model. The initially selected training pool data points are annotated by the annotator

! https://radiopaedia.org/articles/windowing- ct
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for supervised learning. Once a volume is labeled it is removed from U. k volumes
are selected for T'. At every active learning iteration, & volumes are added to 7.

3.2 Fully Supervised Training

The fully supervised model denoted as M is trained on all the available labeled
data from the training pool 7*. Lpjcecr as defined in section 3.1 is used for training.
The network uses all the layers of the pre-trained checkpoint from the proxy task. If
the number of classes for segmentation are more than 2, then the number of output
channels are increased and the last layer of the proxy model M, is ignored when
loading the pre-trained model.

3.3 Semi-Supervised Training

Due to the computational expense of 3D training and maintaining a balance between
labeled and unlabeled data, we cannot use all the unlabeled volumes for training.
Hence, M is used to select the most certain 3D volumes from the remaining unla-
beled pool of data /. The number of selected unlabeled volumes for semi-supervised
training is equivalent to the number of labeled data in 7*. The biggest challenge with
3D training of unlabeled data is the selection of the more informative cubic patches
that contain the specific ROI, which is crucial for the segmentation task. To overcome
this challenge, we generate noisy-labels denoted as §™ of the selected most certain
unlabeled 3D volumes using M. The generated labels are so called ‘“noisy” because
the M is trained on a small sample size and hence is a low-performance model
which is unlikely to lead to good and clean predictions. Thus, we use a threshold 7
on the probability maps p(z;) to remove false positive predictions.

The semi-supervised learning is performed as a fine-tuning step to the existing
trained model M. The model trained from the semi-supervised learning framework is
denoted as M gepm;. The training process utilizes both labeled 7% and unlabeled data
T™. Please note that all samples from 7 are also used in semi-supervised training
(Fig. 1). The training process for a single step is defined by the following loss function:

Lotar =L pibet s (95,95)+ BLbsecn (01 91°) 1)
where supervised and semi-supervised, Lp;c.cr loss is the same as in section 3.1.
The semi-supervised loss is based on a randomly chosen unlabeled volume z¥ from
which a cubic patch is selected that focuses on the required ROI. This ROI patch is
extracted based on the noisy label §*. Consecutively, two views z¥!, z92 of the cubic
patch are generated, 2! is kept unaugmented for best prediction from Mep,; while
the other view 22 is augmented. ¢, §°2 are predictions from Mep,;. @ and 3 allow
for weighing the loss function terms for supervised and semi-supervised, respectively.

3

3.4 Uncertainty Estimation & AL

We use epistemic or model uncertainty as defined in [5,30] for variance and entropy.
The uncertainty measure is estimated based on the number of MC simulations m. To
obtain a score, we use the mean across all the 3D voxels in the 3D uncertainty map #.
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Algorithm 1: Semi-Supervised AL Algorithm

1 Input: Unlabeled Pool U/
2 Generate Pseudo Labels for U forming UP ={(x1,y7),...(zn,y5)}
3 Train M, using

UP, rank data & select the most uncertain k data for annotation, add k to 7}1
4 for je{0,1..} do
5 M = Supervised Training on M), using 7;1
6 if Semi-Supervised is True then
7 Extract most certain len(7; )data from U & add to U,
8 Generate Noisy Labels for U, & form 7"
9 Msemi = Semi-Supervised Fine-Tuning on M using {7;177;"}

10 Select the most uncertain k data using Msem; from U & add to 7?

11 else

12 ‘ Select the most uncertain k data using M from U for annotation & add to 7}1
13 end if

14 end for

4 Datasets & Experiments

4.1 Datasets

Liver & Tumor: This dataset comes from task 3 of Medical Segmentation Decathlon
(MSD) [23]. It consists of 131 3D CT volumes. The data was split into 105 volumes for
training and 26 for validation. The 105 volumes represent the unlabeled pool U for ex-
perimentation. The validation set was kept consistent for all experiments ranging from
pseudo-label pre-training to AL results. For pre-processing, all data were re-sampled
to 1.5x 1.5 x2 mm? spacing for rapid experimentation. Augmentation of shifting,
scaling intensity and gaussian noise were used. The CT window was used as per [g].
Hepatic Vessels & Tumor: This dataset comes from task 8 of MSD and consists
of 303 3D CT volumes. The data was split into 242 volumes for training and 61
for validation. The 242 volumes represent U for experimentation. The validation set
was kept consistent for all experiments ranging from pseudo-label pre-training to
AL results. Pre-processing is similar as for liver & tumor except for CT window for
normalziation which was adapted as per [3].

4.2 Experiments

Proxy Training Hyper-parameters: All proxy models trained with pseudo-labels
were trained for 100 epochs on all data; the validation set for selecting the best model
is consistent with the other experiments. The validation frequency was once every
5 epochs. Lpic.cr loss was used for training. Cubic patch size of 96 x 96 x 96 was
used with random selection of patches from the 3D CT volumes. Learning rate was
set to le=* and Adam optimizer [11] was used.

Uncertainty Hyper-parameters: To estimate uncertainty, m was set to 10 and
the dropout ratio was set to 0.2. A dropout layer was kept at the end of every level
of the U-Net for both the encoder and decoder.



Liver & Tumor Hepatic Vessels & Tumor

Validation Dice:
Validation Dice:

Rand_semi
Rand

- ProxyRank
- ProxyRank semi 020{f .

-k~ ProxyRank_Semi
—4 ProxyRank_Var
k- ar.

*

- ProxyRank_Var

‘-
oas{y - o
.

Proxyt Semi
Al Data Supervised 010

13 1 H 3 ] o 1 B 3 4
Active fterations Active lterations

Fig. 2. The percentage represents the amount of data used at the current active iteration
with respect to all available data. Solid lines represent fully supervised approaches and
dashed lines represent semi-supervised approaches. “Proxyrank” indicates that the initial
training pool was estimated using proxy task. “Var’ — “Variance”, “Ent” — “Entropy”,
“Rand” — “Random”, “Semi” — “Semi-supervised learning”
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Fig. 3. Top row: results for hepatic vessels & tumor. Bottom row: results for liver & tumor.
The percentage represents the amount of data used at current active iteration with respect
to all available data. “Proxyrank” indicates that the initial training pool was estimated
using proxy task. “Var” — ‘“Variance”, “Ent” — “Entropy”, “Rand” — “Random”; “Semi”
— “Semi-supervised learning”

SSL AL with Proxy Ranking: To gauge the benefit of the combined strategies of
semi-supervised learning with proxy ranking, we compare them with random based
acquisition and also with two well-known AL acquisition functions of entropy and
variance [6,5,30]. We also utilize proxy ranking by itself as a strategy for acquisition
of data, as that eliminates the need to compute uncertainty at the end of every active
iteration. Advanced acquisition functions such as coreset [20], maximum-cover [30],
knapsack [12], Fisher information [24] were not tested as the purpose of this study
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Fig. 4. Predictions from successive active iterations. Top row: Supervised models, middle
row: Semi-supervised models. The last column shows uncertainty based on the last active
iteration. Bottom row: uncertainty on data using proxy task model ranging from high to low

was to evaluate if the proposed strategies are beneficial for basic components of AL.
Though more advanced acquisition functions could be added.

One active iteration consists of supervised learning with the existing labeled data
and a secondary semi-supervised fine-tuning if needed. All AL experiments were
executed for j =4 active iterations. For both datasets, liver & tumor and hepatic
vessels & tumor, k& was set to 5 volumes which were being acquired at every active
iteration to be annotated by the annotator. The validation set was kept the same
for all active iterations as also defined in section 4.1 for all datasets.

We utilize a fixed number of steps strategy for an equivalent amount of training
per active iteration instead of a fixed number of epochs. 2,000 steps were used for
both datasets. These steps were estimated from all data training. Learning rate,
optimizer and patch size were kept consistent with proxy task hyper-parameters. The
selected patches had a foreground and background ratio of 1:1. For semi-supervised
learning with noisy labels, this ratio was kept at 9:1. The semi-supervised loss function
hyper-parameters « and 3 were set to 1 and 0.001, respectively. The threshold 7 for
probability maps p(z;) was set to 0.9 for noisy label generation.

Proxy Rank & Semi-Supervised Learning Adv.
Supervised

Dataset

Variance

Entropy

Proxy Variance

Proxy Entropy

Liver & Tumor

Hepatic & Tumor

0.5891+0.0039
0.3083+0.0568

0.596210.0048
0.3116+0.0494

0.603240.0207
0.3378+0.0257

0.628740.0092
0.37234+0.0217

Semi-Supervised

Dataset

Variance

Entropy

Proxy Variance

Proxy Entropy

Liver & Tumor

Hepatic & Tumor

0.6178+0.0218
0.3351+0.0379

0.63351+0.0183
0.3060+0.0567

0.6383+0.0091
0.3779+0.0188

0.616240.0439
0.3670+0.0162

Table 1. The validation Dice at the end of last active iteration are reported to show the
benefits of proxy ranking and semi-supervised learning.



All AL strategies were repeated three times with different random initializations.
The mean and standard deviation of Dice scores are reported in plots and tables.
Adv. of Proxy Ranking & SSL: To gauge the advantage of proxy ranking for
the unlabeled data, we conduct experiments with and without proxy rank to assess
both supervised and semi-supervised training. We also gauge the advantage of us-
ing semi-supervised over supervised learning. All AL settings are kept the same as
described above.

Implementation: All deep learning networks were implemented using PyTorch
v1.10. MONALI v0.8 ? was used for data transformations and pre-processing. The
experiments were conducted on Tesla V100 16GB & 32GB GPUs.

5 Results

SSL AL with Proxy Ranking: Quantitatively, semi-supervised & proxy-ranked
approaches provide a benefit over just using supervised methods for AL (Ref Fig. 2).
It should also be noted that the proxy ranking of data is helpful at the first active
iteration for both datasets and gives a better starting point for the AL models for
both supervised and also semi-supervised methods. Surprisingly, the best performing
method for liver & tumor is given just proxy ranking coupled with semi-supervised
learning. While for hepatic vessel & tumor the best performance is given by the
variance acquisition function coupled with semi-supervised learning.

Adv. of Proxy Ranking & SSL: Quantitatively, the semi-supervised approaches
offer a significant benefit for both datasets (Fig. 3A & 3D). A similar observation
can be made when the proxy ranking is added to either supervised (Fig. 3B & 3E)
or semi-supervised (Fig. 3C & 3F). This is also summarized in Table. 1. All methods
when inter-compared by validation Dice score per volume are statistically significant
(p«0.05) using Wilcoxon signed rank test.

Qualitatively, the quality of labels generated by semi-supervised models per active
iterations are better as compared to supervised models (Ref Fig. 4). The uncertainty
maps indicate more relevant ROIs which assists in selecting more relevant data. The
bottom row shows an intuition of how proxy rank selects data, we can observe that
unlabeled volumes with abnormalities (tumor) tend to have a higher uncertainty as
compared to volumes without abnormalities.

6 Conclusion

Proxy-based ranking and semi-supervised learning both add much needed tools to AL.
Where we see typical supervised learning based AL fail or lack in performance, the
proposed strategies can add significant leverage. It should be noted that the HU-based
proxy ranking is limited to CT datasets; future work could focus on how a proxy
rank could be estimated for other imaging modalities such as magnetic resonance
imaging, ultra-sound, etc.

2 https://github.com/Project-MONAI/MONAT
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