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Chapter 1.
ABOUT THIS DOCUMENT

This section contains an overview of the chapters, the formatting conventions and
information contained in this deployment guide. There is also a quick list of acronyms
used. Lastly, we detail the lab environment used to test the contents of this guide and
capture the screenshots used.

1.10RGANIZATION

This manual contains the following chapters:

» Chapter 1 — About this Document: Explains the conventions used in this document,
related documentation, contact information, and a list of acronymes.

» Chapter 2 — Getting Started: Introduces you to NVIDIA GRID™ technology and
guides you through preparing to deploy NVIDIA® GRID™ vGPU™ with Citrix
XenDesktop.

» Chapter 3 — vSphere 6 Installation: Guides you through preparing a bootable USB
drive and installing vSphere 6 on the selected host.

» Chapter 4 - Installing VMware vCenter 6 Server: Instructions for installing and
configuring VMware vCenter 6 Server, either Windows or OVA Linux virtual
appliance.

» Chapter 5 - NVIDIA vGPU Manager VIB Installation: Step-by-step guide to
downloading, preparing, uploading, installing, or uninstalling an NVIDIA vGPU
Manager VIB file.

» Chapter 6 — Building Citrix XenDesktop 7.6: Instructions for installing and
configuring Citrix XenDesktop 7.6 Broker.

NVIDIA CONFIDENTIAL
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About this Document

» Chapter 7 — Building a vGPU vSphere Host Cluster: Adding vGPU enabled hosts to
create a vGPU Cluster.

» Chapter 8 — Choosing a NVIDIA vGPU Profile: Understanding the range of
available profiles and how to select the correct ones for your user groups.

» Chapter 9 — Application Based VDI Host sizing Example: ESRI ARCGIS

» Chapter 10 — Creating your first vGPU Virtual Desktop: Guides you through
configuring an NVIDIA vGPU for a single guest desktop to create a template.

» Chapter 11 — Create a XenDesktop vGPU Pool: Using Citrix Studio to create a
random pool of vGPU powered desktops using a single vGPU profile.

» Chapter 12 — Testing, Monitoring, & Benchmarking: Describes procedures for testing
and benchmarking your NVIDIA GRID deployment.

» Chapter 13 — Known Issues: Lists known issues related to vCenter, NVIDIA, and
hardware.

» Chapter 14 — Troubleshooting: Provides processes for resolving common issues.

» Chapter 15 — Using WinSCP: Describes how to perform relevant functions of this
SSF/SCP client.

1.2FORMATTING CONVENTIONS

This document uses several formatting conventions to present information of special
importance.

Lists of items, points to consider, or procedures that do not need to be performed in a
specific order appear in bullet format:

> Jtem1

> Item 2

Procedures that must be followed in a specific order appear in numbered steps:
1.Perform this step first.
2.Perform this step second.

Specific keyboard keys are bolded and capitalized, for example: ESC. If more than one
key should be pressed simultaneously, it is displayed as KEY1+KEY 2, for example
ALT+F4.

Interface elements such as document titles, fields, windows, tabs, buttons, commands,
options, and icons appear in bold or italics text.

SP-00000-001_v01.0/.] 2
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Menus and submenus have the notation Menu->Submenu. For example, “Select
File->Save” means that you should first open the File menu, and then select the Save
option.

Specific commands appear in standard Courier font. Sequences of commands appear in
the order in which you should execute them and include horizontal or vertical spaces
between commands. The following additional formatting also applies when discussing
command-line commands:

Plain-text responses from the system appear in bold Courier font.

This manual also contains important safety information and instructions in specially
formatted callouts with accompanying graphic symbols. These callouts and their
symbols appear as follows throughout the manual:

CAUTION: Cautions alert you to the possibility of a serious error, data loss, or

other adverse condition

n Notes provide helpful information

1.3RELATED DOCUMENTATION

Refer to http://www.nvidia.com/gridresources for additional information about NVIDIA
GRID technology, including:

» NVIDIA GRID vGPU

» Lists of GRID-certified servers

» Datasheet

» Guides and Solution Overviews

» Case Studies

» White Papers
» Videos
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1.4 ACRONYMS

CLI “Command Line Interface” - as opposed to using a something graphical, this is
ASCI text based interaction with an app or OS

GPU “Graphics Processing Unit” - the physical chip that accelerates the creation of
graphical imagery in frame buffer for output on a display.

GUI “Graphical User Interface” - a visual, windowed based means of interacting with
an app or OS

0S “Operating System” - a base level installation such as Windows that controls the
underlying hardware (or virtual hardware)

OVA “Open Virtualization Appliance” - an OVF bundled into a discrete and portable
appliance

OVF “Open Virtualization Format” - portable files representing discrete virtual
machines, these can bundled into OVA packages as a discrete appliance as well

POC “Proof of concept”

ul “User Interface” - refers to a tool used to enter data or otherwise interact with an

application or OS

vDGA “Virtual Direct Graphics Acceleration”

VDI “Virtual Desktop Infrastructure” - a general term for desktop operating systems
running as a guest on a host server

vGPU “Virtual Graphics Processing Unit” - a virtual GPU provided by the hypervisor and
managed by the vGPU Manager to provide VM’s access to the power of a physical
GPU.

vib “vSphere Installation Bundle”

VM “Virtual Machine” - an operating system running as a guest on a host server

VvSGA “Virtual Shared Graphics Acceleration”

WebUI “Web User Interface” - a visual, windowed web based means of interacting with
an app or OS

1.5THE DEPLOYMENT GUIDE LAB

To write this guide, test the steps necessary, gather the screenshots, and research what
would become the contents, we used the following equipment:

NVIDIA Lab:
e Management Cluster
0 Hosts:
0 Supermicro 1U servers, local storage, 1GB NICs
0 Guests:

=  Microsoft Windows 2012 Domain Controller
= Microsoft SQL Server 2008
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» vCenter Server Appliance (VCSA), Linux based
* Microsoft Windows 2012 Servers for running;:
e View Composer
e vCenter Server on Windows
e Production Cluster
0 Hosts:
* Supermicro 2U servers, 2x NVIDIA GRID K2s, vSAN (5SD &
spindle HDD), 1GB NICs, 10G NICs for iSCSI to Pure Storage
SAN
0 Guests:
= Microsoft Windows 7 Professional x64
=  Microsoft Windows 8.1
e SAN Storage
0 Pure Storage FA-420 (10G iSCSI)
e Networking
0 Arista 10G core switch
= No LAG or similar
0 Juniper & Cisco 1GB distribution switches
e Load Generation
0 VMware View Planner 3.5
0 Login VSI
e Monitoring
0 Lakeside Systrack v7 (with GPU monitoring)

It is not necessary to have all of the equipment we used for building out your POC/trial
environment; in fact it can be done on a single physical server. This is not, however,
representative of a recommended enterprise deployment and can impact performance.
To insure the most accurate results and performance you intend to deliver to your end
users, build your POC/trial as close as possible to what it will look like once in
production. Further, by separating the management and production (or virtual desktop)
clusters, we were able to reinstall new versions of code while retaining foundational
services and exported virtual machines.

Special Thanks:

Having access to fast cache storage allowed us to scale out and work with density to test
the ability to handle greater quantities of users. We would like to thank Pure Storage for
providing a SAN for us to build against, and the support of their Solution Architects
who quickly brought it up and configured it. For more information see:
http://www.purestorage.com/flash-array/
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Chapter 2.
GETTING STARTED

NVIDIA GRID™ vGPU™ enables multiple virtual machines (VMs) to have
simultaneous, direct access to a single physical GPU, using the same NVIDIA graphics
drivers that are deployed on non-virtualized operating systems. This gives VMs
unparalleled graphics performance and application compatibility, together with cost-
effectiveness and scalability brought about by sharing a GPU among multiple
workloads.

This chapter covers how NVIDIA GRID vGPU fundamentally alters the landscape of
desktop virtualization and enables users and applications of all levels of complexity and
graphics requirements. It also describes the NVIDIA GRID vGPU architecture, the types
of virtual GPUs supported, and key standards supported by GRID vGPU.

This guide focuses on the deployment of full virtual desktops as opposed to streamed
apps or other solutions such as XenApp. XenApp is a key part of the XenDesktop
solution but is not covered in this guide. A separate document will be published to
ensure the proper detail is available.

2.1WHY NVIDIA VGPU GRID?

The promise of desktop virtualization, realized for server workloads years ago, is
flexibility and manageability. Initially, desktop virtualization was used where the
flexibility and security were the primary drivers due to cost considerations. Over the last
tive years, the cost of desktop virtualization has been coming down quickly due to
advances in storage and multi-core processors.

NVIDIA CONFIDENTIAL
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The big remaining challenge for desktop virtualization is providing a cost effective yet
rich user experience. There have been attempts to solve this problem with software
graphics or shared GPU technologies, but those technologies don’t support the rich
application support needed to be successful and ensure end user adoption. This
compared to dedicated GPU pass-through that does provide 100% application
compatibility, but only for the highest end use cases due to the high cost with limited
density of virtual machines per host server.

Due to the lack of scalable, sharable, and cost effective per user GPUs that provide 100%
application compatibility, providing a cost effective rich user experience has been
challenging for broad use cases in desktop virtualization. Meanwhile, high-end 3D
applications simply did not work in a virtualized environment, or were so expensive to
implement with pass-thru it was reserved for only the most limited of circumstances.

Today, this is no longer true to thanks to NVIDIA GRID vGPU combined with Citrix
XenDesktop running on VMware vSphere. NVIDIA GRID vGPU gives you the best of
both worlds where multiple virtual desktops share a single physical GPU, and multiple
GPUs on a single physical PCI card, all providing the 100% application compatibility of
pass-through graphics, but with lower cost of multiple desktops sharing a single
graphics card to provide a rich, yet more cost effective user experience. With
XenDesktop you are able to centralize, pool, and more easily manage traditionally
complex and expensive, distributed workstations and desktops. Now all your user
groups can take advantage of the promise of virtualization.

2.2NVIDIA GRID VGPU ARCHITECTURE

Physical NVIDIA GRID GPUs are capable of supporting multiple virtual GPU devices
(vGPUs) that can be assigned directly to guest VMs under the control of NVIDIA’s
GRID Virtual GPU Manager running in VMware vSphere 6. Guest VMs use the GRID
vGPUs in the same manner as a physical GPU that has been passed through by the
hypervisor. An NVIDIA driver loaded into the VM’s guest OS leverages direct access to
the GPU for performance and critical fast paths. Non-critical performance management
operations use a para-virtualized interface to the GRID Virtual GPU Manager. Figure 2-1
shows the GRID vGPU system architecture.
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Getting Started

NVIDIA GRID vGPU NVIDIA GRID GPU Pass-through

Up to B users One user per
supported per VIRTUAL MACHINE physical GPU.
physical GPU
Microsoft Windows WS WS WS WS W WS WS depending on Microsoft Windows.
vGPU profiles

VIRTUAL MACHINE

Applications Applications

i A
| Graphics Driver

Graphics Driver

GRAPHIC COMMANDS GRAPHIC COMMANDS

HYPERVISOR HYPERVISOR
E=
vGPU Manager

{ ' ] NVIDIA GRID™

Figure 2-1. GRID vGPU System Architecture

NVIDIA GRID vGPUs are comparable to conventional GPUs in that they have a fixed
amount of GPU frame buffer and one or more virtual display outputs or heads. Multiple
heads support multiple displays. Managed by the NVIDIA vGPU Manager installed in
the hypervisor, the vGPU frame buffer is allocated out of the physical GPU frame buffer
at the time the vGPU is created. The vGPU retains exclusive use of that frame buffer
until it is destroyed.

All vGPUs resident on a physical GPU share access to the GPU’s engines, including the
graphics (3D), and video decode and encode engines. Figure 2-2 shows the GRID vGPU
internal architecture.
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Virtual Desktop

Applications

vSphere 6 - ESXi Hypervisor

N VA AV AT EI N
Scheduling NVADIAVITLIE]

. Dedicated Frame
Video Buffer

l L Encode Decode

NVIDIA GRID Physical GPU (K1/K2)

Figure 2-2.  GRID vGPU Internal Architecture

2.3SUPPORTED GPUS

NVIDIA GRID vGPU is supported on NVIDIA GRID K2 and GRID K1 cards. GRID K2
and K1 each implement multiple physical GPUs:

» GRID K2 has two GPUs on board, best for performance over density.
» GRID K1 has four GPUs on board, best for density over performance.

Each physical GPU can support several different types of virtual GPU (vGPU). Each of
the vGPU types has a fixed amount of frame buffer, number of supported display heads
and maximum resolutions, and targeted at different classes of workload. Table 2-1 lists
the virtual GPU types supported by GRID K1 and K2:

Table 2-1.  Virtual GPU Types

SP-00000-001_v01.0/.] 9
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. Maximum vGPUs
Frame | Virtual
Physical | Virtual Intended | Buffer | Display | Max Per Per
Card | GPUs GPU User(s) (MB) Heads | Resolution | GPU Board
GRID Two GRID K280Q Designer 4096 4 2560x1600 1 2
K2 GRID K260Q | Designer | 2048 4 2560x1600 | 2 4
GRID K240Q Power User | 1024 2 2560x1600 4 8
GRID K220Q Power User | 512 2 2560x1600 8 16
GRID Four GRID K180Q Power User | 4096 4 2560x1600 1 4
K1 GRID K160Q Power User | 2048 4 2560x1600 2 8
GRID K140Q | Knowledge | ., 2 25601600 | 4 16
Worker
GRIDK120Q | Knowledge | .., 2 2560x1600 | 8 32
Worker

The maximum number of vGPUs that can be created simultaneously on a physical GPU
is eight, and each GPU has 4GB of frame buffer memory. Your selection of a profile
defines the amount of graphics frame buffer assigned per guest virtual desktop and thus
how many virtual desktops can share that physical GPU. For example, a GRID K2
physical GPU can support up to four K240Q vGPUs on each of its two physical GPUs
(for a total of eight vGPUs), but only two K260Qs vGPUs (for a total of four vGPUs).
You cannot oversubscribe frame buffer and it must be shared equally for each physical
GPU, but you can select different profiles for each GPU. As a result a K2 card, with its
two physical GPUs can support up to two different profiles, each K1 can support up to
four. See Homogeneous Virtual GPUs for more detail.

The K2 and K1 are full height, full length, double width PCI-e cards, and are passively
cooled (no onboard fan) requiring certified servers designed to properly power and cool
them. Refer to http://www.nvidia.com/buygrid for a list of recommended server platforms
to use with GRID K1 and K2 and cross-reference the NVIDIA list against the VMware
vSphere HCL for servers and find servers on both lists. This list continues to grow
rapidly, check back often for more certified platforms. Each card requires auxiliary
power cables connected to it, see chart below for specific pin counts, and most servers
require an enablement kit for proper mounting the of the GRID cards. Check with your
server OEM of choice for more specific requirements.

2.4GRID K1 /K2 SPECIFICATIONS

Table 2-2 lists the GRID K1 and K2 hardware specifications.

SP-00000-001_v01.0/.] 10




Table 2-2.
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GRID K1 and GRID K2 Hardware Specifications

GRID K1

GRID K2

Number of GPUs

4 x K600 equivalent Kepler GPUs

2 x K5000 equivalent Kepler GPUs

Total NVIDIA CUDA Cores

768

3072

Total Memory Size

4GB DDR3 per GPU (16GB total)

4 GB GDDR5 per GPU (8GB total)

Max Power 130 W 225 W

Board Length 10.5 10.5

Board Height 4.4 4.4

Board Width Dual slot Dual slot
Display 10 None None

Aux Power 6-pin connector 8-pin connector
PCle x16 x16

PCle Generation

Gen3 (Gen2 compatible)

Gen3 (Gen2 compatible)

Cooling Solution

Passive

Passive

Complete Technical
Specifications

See http://www.nvidia.com/
content/grid/pdf/
GRID_K1_BD-06633-001_v02.pdf

See http://www.nvidia.com/
content/grid/pdf/
GRID_K2_BD-06580-001_v02.pdf

Note: Refer to http://www.nvidia.com/object/grid-technology.html for more specifications.

2.5SUPPORTED GRAPHICS PROTOCOLS

This version of GRID vGPU includes support for:
» Full DirectX 9/10/11, Direct2D, and DirectX Video Acceleration (DXVA)

> OpenGL 4.4

» NVIDIA GRID SDK (remote graphics acceleration)

The following are NOT supported in this release of vGPU:

» CUDA
» OpenCL

NOTE: For CUDA and OpenCL we recommend using vDGA (not covered in this guide).
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2.6 HOMOGENOUS VIRTUAL GPUS

GRID vGPU supports homogeneous virtual GPUs. At any given time, the virtual GPUs
residing on a single physical GPU must be all of the same type. However, this restriction
does not extend across physical GPUs on the same card. Each physical GPU on a K1 or
K2 may host different types of virtual GPUs at the same time. For example, a GRID K2
card has two physical GPUs and can support four types of virtual GPU: GRID K220Q,
GRID K240Q, GRID K260Q, and GRID K280Q.

Graphic showing possible vGPU profile distribution:

GRID K2 Card

A K2 card has two physical GPUs...

Physical GPU 0 w/ 4GB FB Physical GPU 1 w/ 4GB FB

Valid configuration with K240Q profiles on one physical GPU, and K260Q on the other:

K240Q K240Q K240Q K240Q K260Q K260Q

Valid configuration with K240Q profiles on both physical GPUs:

K240Q | k240Q | k2400 [ k2400 § K240Q § K240Q | k2400 | K240Q

Invalid configuration with K240Q profiles and K260Q on one physical GPU:

K240Q K240Q K260Q

Figure 2-3. Example of a vGPU Configurations on GRID K2

2.7BEFORE YOU BEGIN

This section describes the general prerequisites and some general preparatory steps that
must be addressed before proceeding with the deployment.
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2.7.1 General Prerequisites

The following elements are required in order to install and configure HDX 3D Pro with
vGPU on VMware vSphere 6:

» Evaluation plan consisting of all of the following:
e Listed business drivers and goals

o List of all user groups, their workloads and applications
o Current end-user experience measurements and analysis
¢ ROI/density goals

e Review Citrix’s XenDesktop documentation

2.7.2 Build An Evaluation Plan

To be successful, we highly recommend you start with evaluation plan consisting of all
of the following:

e Listed business drivers and goals with cost benefit analysis
o List of all user groups, their workloads and applications
o Current end-user experience measurements and analysis

e ROI/density goals

2.7.3 Size Your Environment

Based on your evaluation plan, we recommend sizing an appropriate environment for
each user group you are trying to reach with your evaluation. Use the system
requirements for the most intensive graphics apps, as well as existing physical
workstations as reference points. Often server performance hits the CPU bottleneck
much before it consumes all available GPU power.-Based on all this, make sure to
include enough RAM, CPUs, and GPUs to meet your sizing needs.

2.7.4 Choosing Your Hardware

The following elements are required in order to install and configure vGPU on VMware
vSphere 6:

» VMware and NVIDIA certified servers with NVIDIA GRID K1 or K2 cards (see
http://www.nvidia.com/buygrid for a list of certified NVIDIA servers and cross
check that against the VMware HCL) that meet the following recommended
specifications:
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e 2.5GHz CPU or faster (Ivy Bridge, Haswell)

e High-speed RAM

e Fast networking

o If using local storage IOPS plays a major role in performance. If using VMware for
Virtual SAN, see the VMware Virtual SAN requirements website for more details.

» High performance storage with Virtual SAN or high IOPS storage system

» Higher-performance end points for testing access

2.7.5 Choose Other Virtualization Components

Select the appropriate NVIDIA GRID card for your use case, either K2 for higher
performance solutions or K1 for density (refer to http://www.nvidia.com/object/grid-
boards.html for details). For additional guidance, please contact your NVIDIA and
Citrix reps.

» VMware vSphere 6
e You may deploy vCenter Server 6 on a Windows server or as an OVA Appliance.

» Citrix XenDesktop 7.6

If needed, you may register for a free 90-day, 99-user trial to obtain the license keys,

software, and quick-guides to deploy and manage XenDesktop at:
http://www.citrix.com/tryxendesktop

» NVIDIA vGPU software:
e NVIDIA vGPU manager VIB
o NVIDIA WDDM guest driver (32-bit and 64-bit versions)

The vGPU Manager VIB is loaded similar to a driver in the vSphere hypervisor, and
is then managed by the vCenter Server.

» Microsoft software:
e Windows Server 2012 R2 (recommended) or Server 2008 R2 (minimum)
e Windows 7 SP1 Professional or Enterprise VL (for use as the guest operating
system)

» Your choice of a CLI/SSH/SCP tools installed on your Windows-based toolbox PC,
for example:
e Putty (SSH) and WinSPC (SPC), available from www.putty.org and
www.winscp.net, respectively. See Chapter 15, Using WINSCP, on page 206 for
information on using WinSCP.

» Licenses:
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e VMware vSphere 6
o Citrix XenDesktop 7.6 Enterprise (or free evaluation)

e Microsoft (volume licenses recommended)

» Testing and Benchmarking;:
e NVIDIA System Management interface (NSMI)

e OPTIONAL: VMware vRealize Operations Manager
e OPTIONAL: Lakeside Systrack 7 with GPU monitoring

» Server where you will install Citrix XenDesktop 7.6 Desktop Delivery Controller:
e Windows Server 2012 R2

e Server must be joined to a domain

e Server must have a static IP address assigned

2.7.6 Pre-Installation Preparation

Perform the following procedure prior to installation:

1. Determine how vSphere will run on the physical hosts. Consider booting from a
thumb drive or SAN.

2.Download and install a SSH and SCP tool, examples are:
e PuTTY (SSH)
o WinSCP (SCP)

3.Set the BIOS on the physical hosts as appropriate. See 2.8.8, Server BIOS Settings on
page 15.

4.Install Virtual Clone Drive or similar to easily mount and un-mount ISO images
within the virtual machines.

2.7.7 Known Limitations

See Chapter 13, Known Issues, on page 190 for a list of known limitations that is current
as of the publication date of this manual.

2.7.8 Server BIOS Settings

Configure the BIOS as appropriate for your physical hosts, as described below:

2.7.8.1 Cisco

» CPU Performance: Set this parameter to either Enterprise or High Throughput.
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» Energy Performance: Set this parameter to Performance.
» PCI Configuration: Set the following parameters:
e MMCFG BASE: Change this value from Auto to 2 GB.
CAUTION: FAILURE TO CHANGE THIS VALUE MAY CAUSE THE VSPHERE INSTALLAITON
TO FAIL WHILE BOOTING THE ISO.
e Memory Mapped I/O above 4-GB: Set this parameter to Disabled.
» VGA Priority: Set this parameter to Onboard VGA Primary.
» Refer to the Cisco Unified Computing System BIOS Settings page at the Cisco website
for additional Cisco-specific BIOS settings.
2.7.8.2 Dell
» System Profile: Set this parameter to Performance.
» Memory Mapped I/O Above 4 GB: Set this parameter to Disabled
If NVIDIA card detection does not include all of the installed GPUs, set this option to Enabled
» Embedded Video Controller: Set this parameter to Enabled.
» Refer to the Dell BIOS Settings page at the Dell website for additional Dell-specific
BIOS settings.
2.7.8.3 HP
» HP Power Profile: Set this parameter to Advanced.
» HP Power Regulator: Set this parameter to HP Static High Performance Mode.
» Energy/Performance Bias: Set this parameter to Maximum Performance.
» Memory Power Savings Mode: Set this parameter to Maximum Performance.
» Video Options: Set this parameter to Embedded Video Primary, Optional Video

Secondary.

2.7.8.4 Supermicro

>

Power Technology: Set this parameter to either Maximum Performance or Energy
Efficient.

Energy/Performance Bias: Set this parameter to either Performance or Balanced
Performance.

Above 4G Decoding: Set this parameter to Disabled.
MMCEG base: Set this parameter to 0xC0000000.
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2.7.8.5 Others

Memory Mapped I/O above 4-GB: When available, set this parameter to Disabled, unless
vSphere installation fails or returns an error; in this case, enable the 4-GB memory
mapping until the base vSphere installation is complete, and then disable this setting
again before proceeding to vGPU VIB install.
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Chapter 3.
INSTALLING VSPHERE 6

This chapter covers the following vSphere 6 installation topics:
Choosing an install method

Preparing the USB boot media

Installing vSphere 6 from the USB media

Initial host configuration

vV v v v Vv

Assigning a host license

NOTE: This deployment guide assumes you are building an environment as a proof of
concept and is not meant to be a production deployment, as a result choices made are
meant to speed up and ease the process. See the corresponding guides for each
technology, and make choices appropriate for your needs, before building your
production environment.

3.1CHOOSING INSTALL METHOD

With the ability to install from and onto a SD card or USB memory stick, vSphere offers
flexibility verses local hard drive install. Please see vSphere documentation regarding
best practices for logs when booting from USB or similar. In our main lab we used
Supermicro’s IPMI and virtual media to boot from ISO file and install on local storage.
In home labs USB was used to quickly move from one version to another.

NVIDIA CONFIDENTIAL
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3.2PREPARING USB BOOT MEDIA

Reference VMware KB: “Installing ESXi 5.x on a supported USB flash drive or SD flash
card (2004784)”

Booting vSphere 6 from a USB drive is useful if your host has an existing vSphere
Version 5.5 or earlier installation that you want to retain.

Use the following procedure to prepare a USB drive for booting:

1. Download UNetbootin from http://unetbootin.sourceforge.net/.
The Windows version of the application does not include an installer; however, the
OSX version is packaged in a . DMG file that you must mount. You must also copy the
application to the Applications folder before launching. Alternatively, you can use
YUMI, which allows booting multiple installation images on one USB device plus
the option to load the entire installation into RAM. The download link is
http://www.pendrivelinux.com/yumi-multiboot-usb-creator/.

2.Start the application, select Diskimage, and then click the ... icon to browse for the
installation . I'SO file.

s -

2§ UNetbootin (o=@ =

| Distribution == Select Distribution == v | | == Select Version == =

Welcome to UNetbootin, the Universal Netboot Installer. Usage:
1. Select a distribution and version to download from the list above, or manually spedfy files to

load below.
2. Select an instalation type, and press OK to begin instaling.

— =

Space used to preserve files across reboots (Ubuntuonly): 0 | MB

Type: [USB Drive ~ | rive: [F2\ v o [ cancel |

3.Navigate to the location that contains the installation . 1SO file and then select Open.

4.Select the mounted USB drive on which to perform the installation and then select OK.
The copying process begins and a series of progress bars are displayed.
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77 UNetbootin o [-®

Distribution | ==Select Distribution == v | [ ==Select Version == v

Welcome to UNetbootin, the Universal Netboot Installer. Usage:

1. Select a distribution and version to download from the list above, or manually spedfy files to
load below.
2. Select an installation type, and press OK to begin instaling.

@ Diskimage rISO v- F\ P

Space used to preserve files across reboots (Ubuntuonly): 0 + MB

Type: (USB Drive v Drive: [\ »J[ ok ][ cancel

5.When the copying process is complete, click Exit and then remove the USB drive.

6.To install from this USB drive, insert into the host using either an internal or on
motherboard USB port, then set that as the primary boot source or select from the
boot menu on power up.

3.3INSTALLING VSPHERE 6

Use the following procedure to install the vSphere 6 regardless of boot source. Select the
boot media with the vSphere ISO on your host’s boot menu.

1.Apply power to start the host.
The following menu displays when the host starts up:

ESXi-6.0.0-2358769-standard-with-test-certs Boot Menu

E5Xi-6.0.0-2358769-standard-with-test-certs Installer

Boot from local disk
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2.Select the installer using the arrow keys and then press [ENTER] to begin booting the
vSphere 6 installer.

3.A compatibility warning displays:

Helcone to the YMuare ESXi 6.0.0 Installation

YMuare ESXi 6.0.0 installs on most systems but only
systemns on VYMware s Compatibility Guide are supported.

Consult the WYMware Compatibility Guide at:

http://uuu . vnuare .con/resources/conpatibility

Select the operation to perforn.

4.Press [ENTER] to proceed.
The End User License Agreement (EULA) displays:

End User License Agreement C(EULA)

VMHARE . INC.
BETA LICENSE AGREEMENT

Note: BY CLICKING “1 AGREE.,™ ACCESSING, DOWNLOADING.
INSTALLING, UPLOADING, COPYING OR USING THE BETA SOFTHARE.
YOU CONCLUDE AND AGREE TO THIS BETA LICENSE AGREEMENT
("AGREEMENT™) IN A LEGALLY BINDING MANNER WITH VMWARE., INC..
3401 HILLVIEW AVENUE, PALOD ALTO, CA 94304, USA ("VMuare™).
IF YOU HAVE SPECIFIED IN CONNECTION WITH THE REGISTRATION
PROCESS FOR THIS SOFTMARE BETA TEST PROGRAM THAT YOU ARE
ACTING ON BEHALF OF A COMPANY OR OTHER ORGANIZATION. YOU
REPRESENT THAT ¥YOU ARE AUTHORIZED TO LEGALLY BIND SUCH
ORGANTZATION AND THAT YOU CONCLUDE THE AGREEMENT ON BEHALF
OF SUCH ORGANIZATION. IN THE FOLLOMING, THE TERMS “YOU™ AND
“LICENSEE™ SHALL REFER, JOINTLY AND SEVERALLY, TO YOU

Use the arrou keys to scroll the EULA text

5.Read the EULA and then press [F11] to accept it and continue the installation.
The installer scans the host to locate a suitable installation drive:

Scanning. ..

Scanning for available devices. This may take a few seconds.

6.1t should display all drives available for install:
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= Intel RCS257B040LX (naa.6B0605bB0631dc201blf6. . .) 222.59 GiB

(Esc) Cancel (F1) Details (F5) Refresh (Enter) Continue

7.Use the arrow keys to select the drive you want to install vSphere 6 and then press
[ENTER] to continue.

You can install vSphere 6 to a USB drive and then boot and run the system from that USB
drive. This sample installation shows vSphere being installed on a local hard drive.

8.The installer scans the chosen drive to determine suitability for install:

(Esc) Cancel (F1) Details (F5) Refresh (Enter) Cont inue

9.The Confirm Disk Selection window displays:
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(¥) Install ESXi, overurite VYMF5 datastore

(Esc) Cancel (Enter) OK

(Esc) Cancel (F1) Details (F5) Refresh (Enter) Continue

10. Press [ENTER] to accept your selection and continue
The Please select a keyboard layout window displays:

US Default

(Esc) Cancel (F9) Back (Enter) Cont inue

11. Select your desired keyboard layout using the arrow keys and then press [ENTER].
The Enter a root password window displays.

Passuords match.

(Esc) Cancel (F9) Back (Enter) Continue

12. Enter a root password in the Root password field.

CAUTION: TO PREVENT UNAUTHORIZED ACCESS, YOUR SELECTED ROOT PASSWORD SHOULD
CONTAIN AT LEAST EIGHT (8) CHARACTERS AND CONSIST OF A MIX OF LOWERCASE AND
CAPITAL LETTERS, DIGITS, AND SPECIAL CHARACTERS.
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13. Confirm the password in the Confirm password field and then press [ENTER] to
proceed. The installer rescans the system:

14. Then displays the Confirm Install window:

install

(Esc) Cancel (F9) Back (F11) Install

15. Press [F11] to proceed with the installation.

CAUTION: THE INSTALLER WILL REPARTITION THE SELECTED DISK. ALL DATA ON THE
SELECTED DISK WILL BE DESTROYED

16. The vSphere 6 installation proceeds:

17. The Installation Complete window displays when the installation process is
completed:

successful ly

Remove the installation disc before rebooting.

(Enter) Reboot

18. Press [ENTER] to reboot the system. (Make sure your installation media has been
ejected and you bios set to the boot disk.)

SP-00000-001_v01.0/.] 24



Installing vSphere 6

Reboot ing Server
The server uwill shut doun and reboot .

The process uwill take a short time to complete.

The installation is now complete.

3.4INITIAL HOST CONFIGURATION

A countdown timer displays when you first boot vSphere 6. You can wait for the
countdown to expire or press [ENTER] to proceed with booting. A series of notifications
displays during boot.

The VMware vSphere 6 screen displays once the boot completes:

VMuare ESXi 6.8.8 (VMKernel Release Build 2358769)

Supernicro SYS-20827GR-TRFH

2 x Intel(R) Xeon(R) CPU E5-2690 v2 @ 3.00GHz
128 GiB Memory

Dounload tools to manage this host from:
http://10.31.235.189/ (DHCP)
http://[feB0: :225:90fF :Feed: 12961/ (STATIC)

<F2> Custonize System/View Logs <F12> Shut Doun/Restart

Figure 3-1. VMware vSphere 6 Screen

Use the following procedure to configure the host:
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1.Press [F2].
The Authentication Required window displays:

Authent icat ion Required

Enter an authorized login name and password for
localhost .nvidia. lab.

Conf igured Keyboard (US Default)
Login Hame: [ root
Password: [ ssestntmseatsise_

<Enter?> 0K <Esc> Cancel

2.Enter the root account credentials that you created during the installation process
and then press [ENTER]. The System Customization screen displays.

System Customization Conf igure Password

Set

Conf igure Lockdoun Mode
To prevent unauthorized access to this system. set the

Conf igure Management Network passuord for the vser.

Restart Management Network

Test Management Network

Network Restore Options

Conf igure Keyboard
Troubleshoot ing Options

View System Logs
View Support Information

Reset System Conf iguration

3.Scroll down to select Configure Management Network and then press [ENTER].
The Network Adapters window appears:

System Custonmization Conf igure Management Network

Conf igure Passuord Hostname :

Conf igure Lockdoun Mode localhost

onf igure Management Network IPv4 Address:

Restart Management Netuwork 10.31.235.109

Test Management Network

Netuork Restore Options Network identity acquired from DHCP server 108.31.235.21

Conf igure Keyboard IPv6 Addresses:

Troubleshoot ing Options fedb: :225:90ff :fee3:1296/64

Vieu System Logs To view or modify this host s management network settings in

detail, press {Enter>.

Vieu Support Information

Reset System Conf iguration

4.Use the arrow keys to select the adapter to use as the default management network
and then press [ENTER]. The IPv4 Configuration window displays:
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IPv4 Conf igurat ion

This host can obtain network settings automatically if your network
includes a DHCP server. If it does not, the following settings must be
specified:

( ) Disable IPv4 configuration for management network
( ) Use dynanic IPv4 address and network conf iguration

(o) Set static IPv4 address and netuwork configuration:

IPv4 Address [ 10.31.235.109 1
Subnet Mask [ 255.255.255.0 1
Default Gateway [ 10.31.235.1 1

{Up/Doun> Select <Space> Mark Selected <Enter> DK <Esc> Cancel

5.Use the arrow keys to select Set static IPv4 address and network configuration and then
enter the IPv4 address, subnet mask, and default gateway in the respective fields.

6.Press [ENTER] when finished to apply the new management network settings.
The Confirm Management Network popup displays.

7.Press [Y] to confirm your selection.
The DNS Configuration window displays.

8.Add the primary and (if available) secondary DNS server address(es) in the
respective fields.

9.Set the host name for this vSphere host in the Hostname field.
10. Press [ENTER] when finished.

11. Select Test Management Network on the main vSphere 6 screen to open the Test
Management Network window.

12. Perform the following tests:
e Ping the default gateway.
e Ping the DNS server.
e Resolve a known address.

13. Return to the main vSphere 6 screen when you have completed testing, and then
select Troubleshooting Options. The Troubleshooting Mode Options window displays.

Troubleshoot ing Mode Options ESKi Shell

nable ESKi Shell ESXi Shell is Disabled

Enable 55H
Hodify ESXi Shell and 55H timeouts Change current state of the ES
Modify DCUI idle tincout
Restart Management Agents
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14. In order to install the NVIDIA VIB in a later step, you will need to enable the
vSphere Shell. This can be accomplished by selecting Enable vSphere Shell.

15. Press [ENTER] to toggle Enable vSphere Shell on.
The window on the right displays the status: Enable vSphere Shell Disabled

Troubleshoot ing Mode Options ESXi Shell

nable ESKi Shell 1 ESXi Shell is Disabled
Enable 5SH
Modify ESKI Shell and SSH tineouts

Modify DCUT idle tincout
Restart Management Agents

16. Enable SSH by selecting Enable SSH and press [ENTER] to toggle this option on.
The window on the right displays the status: SSH is Enabled
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Chapter 4.
INSTALLING VMWARE VCENTER 6 SERVER

This chapter covers installing VMware vCenter 6 Server, including;:
» An installation walk through

» The initial vCenter Server Configuration

» Adding a host

» Setting a vCenter appliance to auto-start

» Mounting an NFO ISO data store

Review the prerequisites in section 2.8.5, General Prerequisites on page 13 before
proceeding with these installations.

NOTE: This deployment guide assumes you are building an environment for a proof of
concept. Refer to Citrix best practice guides before building your production
environment.

4. 1INSTALLING VCENTER 6 SERVER APPLIANCE

4.1.1 Initial Installation

Use the following procedure to install vCenter 6 Server Linux Appliance, starting with
an Internet Explorer plug-in that allows vCenter Server install from your current
desktop.

NVIDIA CONFIDENTIAL
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4.1.1.1 vCenter Server Client Integration Plug-in Installation

The vCenter Server Client Integration Plug-in needs to be installed to enable the vCenter
Server Appliance install (as well as uploading files from your desktop to data stores).
Use the following procedure to install the plug-in:

1.Mount the VMware ISO with the installation media in the drive

2.Browse to the VCSA folder:

& BD-ROM Drive (E:) ¥Mware ¥CSA M=l
G( )v ‘2 * = Computer = BD-ROM Drive (E:) WMware ¥CSA + - |§Q|| Search BD-ROM Drive (E:) WMware WCSA 2]
Organize ¥ 5 Open  Share with « = - O @
B9 Favorites Mame Dake modified Type ISIZE |

B Deskiop . dbschema 12/12/2014 11:32PM  File folder
& Downloads -

12/12/2014 11 File: folder

=l Recent Flaces vess-cliinstaller 12122014 11:32PM  File folder

=] Librari @ index 12f12/2014 11:32 PM HTML Document 1,520 KB
4 Libraries
) Documents || readme 12}12{2014 11:32 M Text Document 2KEB
& Music
=] Pictures
B videos

7% Computer
&L, Locsl Disk ()
a8 ok

. dbschema
wesa
wesa-li-inskallar

[l g Software (5:)

= ¥ Metwork
18 tsclient

WCsa Date modified: 12j12/2014 11:32 PM
File: folder

3.In the VCSA folder, double click the VMware-ClientIntegrationPlugin-6.0.0 installer:

G\ )v ‘ + Computer = BD-ROM Drive (E:) Viware YCSA + vesa - Liﬂ]l Search vesa =i
Organize [ Open = -0 @
i Favorkes Name = Date modfied Type [ 5e |
B Desktop | version 12/12/2014 11:32FM  Text Document 1KE
# Downloads || ¥Mware Client Integration Plug-in.plg 12§12/2014 11:32PM  PKG File

1 Recent Places

nPlugin-6,0,0

. Libraries || vmware-wesa 12/12/2014 11:32 M File 1,866,194 KB
i

(5 pocuments
o Music
&) Pictures

B8 videos

1M Computer
&, Local Disk ()
{ % BD-ROM Drive (E:) ¥M
dbschema
vesa
wesa-cliinstaller
s Softwars (5]

i Metwork
M tsclisnt

Wiware-ClientIntegrationPlugin-6.0.0 Date modified: 12/12§2014 11:32 FM Date created: 12/12j2014 11:32 PM

-
=
A:) Application Size: 95,7 MB

4.1f the Microsoft UAC prompts, click [YES] to allow the install to begin:
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1111 User Account Control

Do you want to allow the following program to make changes to this

e/ computer?

_-"' £ Program name:  YMware installation launcher
E 3 } Verified publisher: YMware, Inc.
File origin: COJDYD drive

j Show details ‘fes | Mo I

Change when these notifications appear

5.Installer starts, click [Next] to continue:

i'-.%‘ ¥Mware Client Integration Plug-in 6.0.0 _ (2] =]

wWelcome to the installation wizard for the
Y™wrare Client Integration Plug-in 6.0.0

This wizard will install the ¥Mware Client Integration Plug-in
£.0.0 on your compuker.,

To continue, click Mext,

Client Integration
Plug-in

Brack I Mk I Cancel |

NOTE: All browsers must be closed or you will be prompted to close them, if this
window pops up then close all listed browsers and click [Retry] to continue:

i'-.%‘ ¥Mware Client Integration Plug-in 6.0.0

welcome to the installation wizard for
YMware Client Integration Plug-in 6.0.0

\Wait while the wizard prepares to quide wou thraugh the
installakion.

¥Mware Client Integration Plug-in 6.0.0 E3

Close the Following browsers to proceed:
- Microsoft Internet Explorer

Retry I Cancel

Bach [Exk | Cancel I

SP-00000-001_v01.0/.] 31



Installing VMware vCenter 6 Server

6.Accept the EULA and click [Next] to continue:

ii-% ¥Mware Client Integration Plug-in 6.0.0

End-User License Agreement
Read the following agreement carefully.

WYMWARE END USER LICENSE AGREEMENT i’

PLEASE NOTE THAT THE TERMS OF THIS END USER
LICENSE AGREEMENT SHALL GOVERN YOUR USE
OF THE SOFTWARE, REGARDLESS OF ANY TERMS
THAT MAY APPEAR DURING THE INSTALLATION OF

THE SOFTWARE.
IMPORTANT-READ CAREFULLY: EY DOWMNLOADING,
IR TN L ™ T LI T TE O T s Tl W™l L rTe ;I

¢ 1 accept the terms in the License Agreement Print |

™ 1do not accept the terms in the License Agreement

Back. I Mext I Cancel |

7.Select the install destination folder and click [Next]:

i'..% ¥Mware Client Integration Plug-in 6.0.0

Destination Folder
Select the installation location,

Install the YMware Client Integration Plug-in &6.0.00n;

IC:'I,F‘rogram Files {x86)\YMware\Client Integration Plug-in 6.0

Change. .. |

Back I Mext I Cancel

8.Click [Install] to begin the installation:
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i'-..%' ¥Mware Client Integration Plug-in 6.0.0

Ready to Install the Plug-in

Click Install to begin the installation. Click Back ko review or change any of vour
inskallation settings. Click Cancel to exit the wizard.

Back I Install I Cancel

9.Install in progress...

ji ¥Mware Client Integration Plug-in 6.0.0

Installing the Plug-in

Wit while the wizard installs the
WMware Client Integration Plug-in 6.0.0,

Skatus: Copying new files

L]

Back | ek | Cancel I

10. When install completes, click [Finish]:
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M= E3

i‘._% ¥Mware Client Integration Plug-in 6.0.0

Installation complete

The ¥Mware Client Integration Plug-in 6.0.0 has been
installed on vour computer,

Click Finish to exit the wizard,

Client Integration
Plug-in

Back I Finish I Camce] |

4.1.1.2 vCenter Server Appliance (VCSA) installation
Using a web installer and the client integration plug-in from above, you now install the
VCSA.

11. Mount the VMware VCSA ISO with the installation media in the drive.

12. Browse to the VCSA folder:

& BD-ROM Drive (E:) YMware YCSA

QU-F

~ Computer ~ BD-ROM Drive (E:) YMware Y54 ~

=~ 0@

Organize ¥ 5 Open  Share with +

B Favorites Mame = Date modiied Type |Slza
B Desktop dbschema 12/12/2014 11:32 P File Folder
@ Downloads 12[12/2014 11

il Recent Places 12/12/2014 11:32 PM File Folder

) vesa-cl-installer

a Libraries alndex 12122014 11:32 PM  HTML Document: 1,520 KB
=
[ Docurents | readme 12/12/2014 11:32 M Text Document ZKB
& Music
&) Pictures
B videos

B8 Computer

. dbschema
| vesa
. wesa-cli-installer
Bl g Softwars (5:)

=€ etwork.
7 tsefient

WCS3 Date modified: 12/12/2014 11:32 PM
File folder

13. Open the html file “index” in Internet Explorer:
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& BD-ROM Drive (E:) ¥Mware YCSA [_ O] ]
BD-ROM Drive (E: | search Bo-RoM Drive (€:) ¥Mware vCsA

~d@

Name + Date modified Type | size |

CQrganize v @Open *  Print

i Favries
M Deskiop Ji dbschema 12/12/2014 11:32PM File Folder
4 Dovnloads | vesa 12/12/2014 11:32PM  File folder
&L Rerent Flares m installer 12/12/2014 11:32 P Fils Folder

9 Libraries
[ ocuments
& Music
&) Pictures
B videos

_ readme 12§12/2014 11:32 PM Text Document 2KB

7% Computer
&2, Lacal Disk {C:)
% BD-ROM Drive (E:) ¥M
= Software (5:)
I Apps
|| hostlogs

?- Metwork
78 taclisnt

= index Date modified: 12/12/2014 11:32 PM Date created: 12/12/2014 11:32PM
@ HTML Document Size: 1.48 MB

14. Below is the alert you will receive if the VMware Client Integration Plug-in is not

installed.

M=l E3

£ i rnter Seever Applance £ - Windows Internet fxplarer

03] 1421 (@ wcenton serves spptirenss xi I

1. Please install the Client Integration Plugin provided in e wOenter Server Appliance 150 image (requines quitting the browser).
2. When prompted by the browser, allow access 10 the Viiware Cent Suppon Daemaon and Chent integration PREJN

Detacting Cient infegration Plugin . 26sec

Inkernet Euplorer

7 vy ash Bl oprrmng Has byge of ackdoss
_m |

b b bt can

e scumce of the eordert \Whot's the itk?

15. If the plug-in is active, you are prompted to allow it access to your operating
system, click [Allow]:
er Apphance B.A0) - Windnws Internet Buplores

[ Fiecife:irwder Hemief O 21141| @ corkar serve spphonce 60 x| |

View  Favortes Tosks  Hek

£ virnte

Whien promplied by the browser, allow acoess to the Client Integration Phgin.

Chent Intrgration Access Contral

Hon | [omiomommenm e |

¥ advurys ank bsforn allowng thes e

159001 C0AHEG S8, Orly s 2085 100 rUst.
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16. To begin the install of the VCSA on a host click [Install]:

er Serwer Apgikance: .1 - Windoms, I erael Euplarer
¢ [ 3 i e herie 7] 1| 58 et server soptance 60 % I
Fe EM Vew Fawrtes Toch Heb

2r-Server Appliance 6.0

17. Read and then accept the EULA, click [Next] to continue:

S 'Mware vCenter Server Appliance Deployment]

1 End User License Agreement End User License Agreement

Please read the following license agreement before proceeding
2 Connect to target server

O Iy e VMWARE END USER LICENSE AGREEMENT ~
Y SEERIEL AT [PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL GOVERN YOUR USE

5 Set up Single Sign-on IOF THE SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY APPEAR DURING THE INSTALLATION OF
THE SOFTWARE.

6 Select appliance size

) MPORTANT-READ CAREFULLY: BY DOWNLOADING, INSTALLING, OR USING THE SOFTWARE, YOU

7 Select datastone THE INDIVIDUAL OR LEGAL ENTITY) AGREE TO BE BOUND BY THE TERMS OF THIS END USER LICENSE

0 T e IAGREEMENT ("EULA"). IF YOU DO NOT AGREE TO THE TERMS OF THIS EULA, YOU MUST NOT
[DOWNLOAD, INSTALL, OR USE THE SOFTWARE, AND YOU MUST DELETE OR RETURN THE UNUSED

9 Network Settings ISOFTWARE TO THE VENDOR FROM WHICH YOU ACQUIRED IT WITHIN THIRTY (30) DAYS AND REQUEST

(A REFUND OF THE LICENSE FEE, IF ANY, THAT YOU PAID FOR THE SOFTWARE.
10 Ready to complete
[EVALUATION LICENSE. If You are licensing the Software for evaluation purposes, Your use of the Software is
fenly permitted in @ nen-production environment and for the period limited by the License Key. Notwithstanding any
pother provision in this EULA, an Evaluation License of the Software is provided “AS-IS" without indemnification,
upport or warranty of any kind, expressed or implied.

fi. DEFINITIONS.

[1.1 “Affiliate” means, with respect to a parly, an entity that is directly or indirectly controlled by or is under
ommon control with such party, where “control” means an ownership, voting or similar interest representing fifty

E | accept the terms of the license agreement. Print

18.

In this step you are selecting the vSphere host to install the VCSA on as a guest,
this can be on a host running ESXi 5.5 or later. It is recommended that the vCenter
server (Windows or appliance based) run on a separate management cluster from
the one designated for VDI workloads. Enter the IP address or FQDN of the
chosen host, then its root user name and password and click [Next]:
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H VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement

2 Connect to target server

3 Set up virtual machine
4 Select deployment type
5 Set up Single Sign-on
6 Select appliance size

7 Select datastore

8 Configure database

9 MNetwork Settings

10 Ready to complete

Connect to target server
Specify the ESXi host on which to deploy the vCenter Server Appliance.

FQDN or IP Address: [103123517 |
Root user name | root ‘ o
Password: |.--..--..-\ - |

A\, Before proceeding, make sure the ESXi host is not in lack down mode or maintainance mode

19. If your desktop, and the web installer, can reach the host then you should see a
certificate warning as it connects, this is due to the use of a self-signed cert. If you
are using signed certificates then you will not see this warning. Click [Yes] and

continue:

Certificate Wamning

An untrusted SSL certificate is installed on 10.31.235.17 and secure
communication cannot be guaranteed. Depending on your security
policy, this issue might not represent a security concern

The SHA1 thumbprint of the certificate is:
17:50:30:45:96:33:37-F6:66:66:AB:25:35:CE:5C-0D: 72:65:BA0A

To accept and continue, press Yes

20. The credentials you provided are validated:

WA A

Yalidating...

21. With a successful connection you are now prompted to name the appliance, then

enter a root password for the appliance, enter it twice and click next:
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E VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement
+ 2 Connect to target server

3 Set up virtual machine

4 Select deployment type

5 Set up Single Sign-on

6 Select appliance size

T Select datastore

8 Configure database

9 Network Settings

10 Ready to complete

Set up virtual machine
Specify virtual machine setfings for the vCenter Server Appliance to be deployed

Appliance name: vCenter Server Appliance 6.0

OS user name: root

0S password: | sssssssss | i ]
Confirm OS password: | assssssnal 5 |

22. Select a deployment type for your appliance. Since you are creating an instance for
building your proof of concept, this should be a separate install of vCenter Server
with an Embedded Platform Services Controller, choose that option and click

[Next]:

@ VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement
+ 2 Connect to target server
+ 3 Set up virtual machine

4 Select deployment type

Set up Single Sign-on

@

=

Select appliance size

~

Select datastore

e

Configure database

"}

Network Settings

10 Ready to complete

Select deployment type
Select the services to deploy onto this appliance.

vCenter Server 6.0 requires a Platform Services Confroller, which contains shared services such as Single Sign-0n,
Licensing, and Cerfificate Management. An embedded Platform Services Controller is deployed on the same
Appliance VM as vCenter Server. An external Paltform Services Confroller is deployed in a seperate Appliance VM.
For smaller installations, consider vCenter Server with an embedded Platform Services Controller. For larger
installations with multiple vCenter Servers, consider one or more extemal Platform Services Controllers. Refer to
product decumentation for more information

Note: Once you install vCenter Server, you can only changs from an embedded to an external Platform Services
Controller with a fresh install.

Embedded Platform Services Controller VM or Host

) Platform Servicos
@ Install vCenter Server with an Embedded | Contoer
Platform Services Controller | = :

vCenter Server

External Platform Services Controller Vil o et

- - bl
| Platform Services |

{C) Install Platform Services Controller i Coniroller i
() Install vCenter Server =
VM or Hoat VM or Host
uCanter Sarver wCenter Sarver

23. Create a Single Sign-On instance, for the purposes of a proof of concept, enter (and
confirm) a password, a domain name (we chose the default of vsphere.local), and a
site name, then click [Next]:
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@ VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement Set up Single Sign-on
+ 2 Connect to target server Create or join a Single Sign-On domain. Single Sign-On configuration cannot be changed after deployment

+ 3 Set up virtual machine
+ 4 Select deployment type
5 Set up Single Sign-on

(@) Create Single Sign-On
(") Join a Single Sign-On domain in an existing vCenter 6.0 platform services controller

6 Select appliance size vCenter Single Sign-On User ~ administrator
name:

T Select datastore

8 Configure database vCenter Single Sign-On | P | @

9 Network Settings Fassword:

oL BT R EIITEED Confirm password: | eessscsne |
Domain name: | vsphere local | @
Site name: | PSGSC | 0

24. Select an appliance size, appropriate for the potential scale of your proof of concept
or trial, here we selected small, then click [Next]:

E' VMware vCenter Server Appliance Deployment

~ 1 End User License Ag Select ii size
. 2 Connect to target server Specify a deployment size for the new appliance
+ 3 Setup virtual machine
Appliance size

+ 4 Select deployment type
+ 5 Setup Single Sign-on

6 Select appliance size

T Select datastore Description

8 Configure database
L This will deploy a Small Vv configured with 4 vCPUs and 16 GB of memory. Please note this opfion contains
9 Network Settings vCenter Server with an embedded Platform Services Controller.

10 Ready to complete

25. Select a datastore from those available on the host you have connected with, also
consider selecting Enable Thin Disk Mode, and then click [Next]:
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[} vMware vCenter Server Appliance Deployment

+ 1 End User License Agreement  Select datastore

. 2 Connect to target server Select the storage location for this deployment
+ 3 Setup virtual machine
8} BT T The following datastores are accessible. Select the destination datastore for the virtual machine configuration files and

all of the virtual disks
+ 5 Set up Single Sign-on

+ B Select appliance size

Name Type Capacity Free Provisioned Thin Provisioni...
7 Select datastore

8 Configure database datastore18 VMFS 924 GB 614.84 GB 367.85 GB true
9 Network Settings

10 Ready to complete

[[] Enable Thin Disk Mode

26. For a proof of concept environment, choose the embedded database, then click
[Next]:

=} vMware vCenter Server Appliance Deployment

+ 1 End User License Ag Confij

. 2 Connect to target server Configure the database for this deployment
+ 3 Setup virtual machine
« 4 Select deployment type
+ 5 Set up Single Sign-on
+ B Select appliance size
+ T Select datastore

8 Configure database Aracle datahace part

9 Network Settings

(®) Use an embedded database (vPostares)
() Use Oracle database

o
o
=3
&
@
a
®

10 Ready to complete

Database user name

Database password

27. Configure network settings, this is a long page and will require scrolling down to
see all settings. Before configuring these settings, choose an appropriate static IP
address and enter that into local DNS (e.g. on the Domain Controller). Once you

can resolve the address, enter that IP address, host name, and then scroll down for
remaining entries:
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+ 1 End User License Agreement  Network Settings

+ 2 Connect fo target server

Caonfigure nefwork setlings for this deployment. ~

+ 3 Setup virtual machine Choose a network:
+ 4 Select deployment type

+ 5 Setup Single Sign-on

+ 6 Select appliance size

+ T Select datastore

IP address family:

+ & Configure database Network type:
9 Metwork Settings
10 Ready to complete Network address:

System name [FQDN or IP
address]:

Subnet mask:

Network gateway:

Network DNS Servers
separated by comas

Configure time sync:

‘ VM Network ‘
k2 M
o |

| 10.31.235.28 |

‘ veenterappG.nvidia lab ‘ [i]

[ 265 256255 0 |

(10312351 |

[ 10.31.235.21,10.31.235.29| x |

(7} Synchranize appliance time with host v

@) |lea NTP carvers (Senarated by rammac)
Back Fisn || cance

28. Make sure your entire configuration leverages an NTP service, this includes the
vCenter Server, ESXi hosts, VMs and Management components. The lower half of
the Network Settings pane adds NTP, enter your local time server or a reachable

external one, and click [Next]:

ﬁ VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement

+ 2 Connect to target server Network type”
+ 3 Setup virtual machine
+ 4 Select deployment type
. - Network address:
+ 5 Setup Single Sign-on
+ 6 Select appliance size Syt [FGDN or P
ystem name ar
+ T Select datastore addresst

+ 8 Configure database

9 Network Settings

10 Ready to complete

Subnet mask:
Metwork gateway:

Network DNS Servers
separated by comas

Configure time sync:

[[] Enable ssh

~
|

[10.31.235.28 |

| static

| veenterappé.nvidia.lab ‘ (i ]

| 255 256,255 0 |

[10312351 |

[10.31235.21,1031.235.22 |

(:} Synchronize appliance time with host
(®) Use NTP servers (Separated by commas)
[10.3123521] x

Before proceeding make sure there is time synchronization between ESXi host and the NTP servers. If not, W

deployment will fail

29. Confirm your settings and if correct click [Finish] to deploy your vCenter server:
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@ VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement Ready to complete

2 Connect to target server Please review your settings before starting the installation.
+~ 3 Set up virtual machine ESXi server info- 10.31.235.18
+ 4 Select deployment type MName: vCenter Server Appliance 6.0
5 Set up Single Sign-on Installation type Install
_ - Deployment type Embedded Platform Services Confroller
+ b6 Select appliance size
Deployment Bmall (up to 150 hosts, 3,000 VMs)
+ T Select datastore configuration
+ 8 Configure database Datastore: datastore13
+ 9 Network Settings Diskmode: thick
Network mapping Network 1 to WM Network
IP allocation: ipvd | static
Time Synchronization. 10.31.235.21
Database embedded
Properties: 85H enabled = false

S50 Domain name = vsphere local
850 Site name = PSGSC

Network 1 |P address = 10.31.23528
Network 1 netmask = 255.255.255.0
Default gateway = 10.31.235.1

DNS =10.31.235.21,10.31.235.22

30. If all settings are correct then you should see a progress bar:

[ vmware vCenter Server Appliance Deployment

Downloading and deploying appliance

ance:

31. When complete the window below appears with a link to your VCSA, click the
link to reach the login page. You can now close this page:
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[ wMware vCenter Server Appliance Deployment

Installation Complete
Your vCenter Server is successfully installed.
Post install steps:

1. vCenter Server is installed in evaluation mede. Activate vCenter Server by using the vSphere Web Client within 60 days.
When the evaluation period of this vCenter Server expires, all hosts will be disconnected from this vCenter Server.

2. Use the vSphere Web Client to manage vCenter Server. Log in with the Single Sign-Cn administrator account
adminisirator@vsphere local

You can now login to vSphere Web Client: hitps://veenterappé nvidia.lab/vsphere-client as administrater@vsphere.local

32. The VCSA is now installed and ready for use. From your browser the login page
should like this (be sure to enable cookies if you have not):

User name: VMware"vCenter” Single Sign-On
U ion
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4 .2INSTALLING VCENTER 6 SERVER ON
WINDOWS SERVER 2012

This section describes how to install and configure vCenter 6 Server.

4.2.1 Initial Installation

Use the following procedure to install vCenter 6 Server:
1. Mount the VMware ISO with the installation media in the drive

2. Right-click the drive and select Install or run program from your media.
The VMware vCenter Installer window displays.

3.Select vCenter Server for Windows and click Install.
The Welcome window displays.

4.Click Next to proceed with the installation.
The End User License Agreement window displays.

5.Check I accept the terms of the license agreement checkbox,

6.Click Next to proceed.
The Deployment Type window displays.

7.Select vCenter Server with an embedded infrastructure controller.

8.Click Next to proceed.
The System Network Name window displays.

9.Enter the name or IP address of the host in the System Name field,

10. Click Next to proceed.
The Single Sign-On Configuration window displays.

n A warning dialog displays if you enter an IP address; click OK to proceed.

11. Enter the administrator password for the new Single Sign- On domain in the
Password and Confirm password fields

12. Click Next to proceed.
The vCenter Server Service Account window displays.

CAUTION: TO PREVENT UNAUTHORIZED ACCESS, YOUR SELECTED ROOT PASSWORD SHOULD
CONTAIN AT LEAST EIGHT (8) CHARACTERS AND CONSIST OF A MIX OF LOWERCASE AND
CAPITAL LETTERS, DIGITS, AND SPECIAL CHARACTERS
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14.

15.

16.
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Select Use Windows Local Account.

Click Next to proceed.
The Database Settings window displays.

Select Use an embedded database (vPostgres),

Click Next to proceed.
The Configure Ports window displays. The values shown are the default values; you
should not have to modify any of them.

17.

18.

19.

5 VMware vCenter Server 6.0.0 3 i x|

Configure Ports
Configure network settings and ports for this deployment.

Common Ports
HTTP Port: o
HTTPS Port: W
Syslog Service Port: [s14
Syslog Service TLS Port: W

Platform Services Controller Ports
Secure Token Service Port: [7424

vCenter Server Ports
Auto Deploy Management Port: [6502
Auto Deploy Service Port: [6s01
ESXi Dump Collector Port: [6500
ESXi Heartbeat Port: fonz

vSphere Web Client Port:

£
&

§) some ports are not configurable. To proceed, make the following ports available:
88, 389, 636, 2012, 2014, 2020, 11711, and 11712

< Back | Next > I Cancel |

Ensure that the ports are configured as shown in the Configure Ports window and
click Next to proceed. The Destination Folder window displays.

Accept the suggested path or enter a custom path.

Click Next to proceed.
The Ready to Install window displays.
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20. Verify that all of the selections are correct and click Next to proceed.
The installation takes place. The Setup Completed window displays once the
installation is completed.

‘5 VMware vCenter Server 6.0.0 i x|

Setup Completed

Your vCenter Server is successfully installed.
) rost install step(s):

1. vCenter Server is installed in evaluation mode. Activate vCenter Server by using
the vSphere Web Client within 60 days. When the evaluation period of this vCenter
Server expires, all hosts will be disconnected from this vCenter Server.

2. Use the vSphere Web Client to manage vCenter Server. Log in with the Single
Sign-On administrator account administrator@vsphere.local.

VMware
vCenter Server 6.0

Launch vSphere Web Client |

| Finish Cancel [

21. Click Finish to complete the installation process

22. Connect to the host using the Web client, using your Single Sign-On credentials.

4.2.2 Adding Licenses to your vCenter Server

Use the following procedure to configure vCenter 6:

1.0Open a web browser and navigate to the vCenter host at https://<host>, where
<host> is either the hostname or IP address. Ignore the untrusted certificate

warning if it displays. The Getting Started page displays, select Log in to vSphere
Web client:
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800 Welcoeme 10 Viwane viph "
& — C (x hups //gridip-veenter nvidia.com Y @S =
vmware
Gatting Started For Administrators
To access vBphere remately, use the Web-Based Datastors Browser
vEphers Web Chant Usa your web browsers 13 find and download fes (for

Lag in to vEphers Web Cliant axample, vitual maching and virtual disk files).

Browsa datastorss in the vSphars Invaniany
For Davelopers
wSphere Web Services S0K
Leamn about our latest SOKs, Toolkds, and APls for
managing VMware ESX. ESX, and Viware vCanter.
Got sample cade, reference decumentation, participats
in our Forum Discussions, and view our latest Sessions
and Webinars.

g B
Y

wrer Servery

Leam more about tha Web Servicas SDK
Browsa obpects managed by vBphars

2.Install the VMware Client Support Plug-in by selecting Always run on this site, if
prompted. The VMware Single Single-On page displays:

P— VMware®vCenter” Single Sign-On

Password:

3.Enter the username and password that you specified during installation, and then
click the Login button. The VMware vSphere Web Client page displays.
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Thiere a8 v aniar SArVRr systems wih s«pined of axpiring keanses in your isventory. Manage your lcenses Detals

wvmware: vSphere Web Client LH
Hanvgatos 2 G Home LD ey
re | o A | MWD Adknowiesg
Larene  RCE & dussaet?
| [ vCenter Inverony Lists 3 ) . " ) Datagtne USIge on ek
) Hotts and Cousters » |E] H [E-] S:_{ IEE! A WA Endonint Nt anp e
(£ ¥Ws and Tempiates b4 et Hasts an s ang Storage Networking St e T L S
I Lisd e @ i L @
£ srrge > rvanioey Lisis ushers el racies |/ Warkin Progress
3 Hetwarkdng »
gt Palicias and Frofiles > ﬂ o‘
[ vCloud Air Senvices 3
wReal wloud Ar Ry
) #eston e esemioe x Sences Orehgslrater
>
L | 3'1 : L3 = M
TaskConsole  EverdConsele VM Slorage  Custoenizalion  HestProfies e
o Tage Folicies acHcation Operstong
| Manager Manager
), New Search » [ wiatch How to Vidoos
e Saved Searches 3 i !
1] Rucem Tasks
Tas Mams Tagar Thhat LT Quaund Far Punt Tine Camplanon Tims
s nost 0 Prosution v Completd VEPHERE LOCALI. Ams 12RO 2473, 12014 TATA2

4.Click the Home icon (house) and then select Administration.
The Administration page displays.

vmware vSphere Web Client

‘There are vCender Server systems with expired or expining licenses inyour Iventory, Manage your licenses

s

Lcansos © Marms,
o Licanas peovider. | A6 0 vCaeter Senet instancas | | @) Gt My VMware || ALEZ) | New D Acknowlodg
i S A dawstoro 7
Getting Started | Licerizes  Products  Ass
x Mocads Comtral - . Diatastors usage on disk
Licensa Management
o b g1 Endpoinit iecanteranpe i
Global Parméssions VEphar prowdes a contraszed license
management Frstern thal vou can wse o set Viwry vAP| Endpoint Surdce
= Snghe Sign-On =i licensing configuration of yous enr #
Geirn s D sirhuad eriranment #
Configuation Aproductis # selof funclionaity thal you X
purchase as a unil Mrough a unique license
= Licensing loey. A lcense kay containg inforation sbout
e faatures of the product, a capacity, and an
#piration dats, Examipies of products are
wCenler Server, vaphere, vCloud Suite, and
athars
~ Salutions
Alanse k5 an 0Bi0ct that $10005 & liconse
Cliert Phag-ins oy o e product To wre # license
wountsr Sarver Exbseiaions . Y0 A 1180 & Bewnse objel
= Deployment arry licensale ojoct in vEphise
ign & license 1o one or muliple
Systemn Condguraton 4 assets o enable e functonaley ofne
purchased product Exwngle of a3 sty are
[ESXI hosts, vienier Serves sysiems, and
sohlions such a3 vCerder Site Recovery .
.
[£]Racest Tasks. %
Tk e Tasgat o Wi Quwwed Fai Bt Time Compation Tame Sarewt J
Add host 0 Production v Completed VEPHERE LOCALR dms 12182014 24735 12102014 24742 wEenterappt l‘r.i

5.Select Licenses from the left-hand menu and then select the Licenses tab to open the
Licenses tab. Click the green New License icon (plus sign) to open the New Licenses

popup.
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Thitn are vConter Sove SySHms with oxpintd of spinng loinses in wue metory. Mand

vmware vSphere Wab Client L E
o | Bl P, £
4 Hosta, 2 License provider: | Al 6.0 vCenter Server instances | = | @ oo MyYiware || AT | New(?)  Acmewisdg
Al e U Ay aarastarer?
~ Accoss Control i - L . DAMAGINY LGAG0 on disk
B T | @ anstons - Show. [ A8 . -
e + 1/ % A B | @i i 3 & yAPI Endpoiri e enterspps mi.
Global Pammessions Livmsae 1 iewmn by Fraded s A =l
Singi Sign on ] LSreate Nuw LIcbnsns |y o oR TOAYR-ATTOBASKI1  Vhwars vGphars § Deskiop Host s) n; ST gk Sersts.
1 # WWork In Progross. X
Usars and Groups | 1
ConBguration
= Licansing |
Rugors |
= Solutions. |
Gl Plug-ir
VGl Servr Extingions
- Deglnyment |
Systorn Gonfigurason » |
[ 1Hems [~
| Recont Tasks. Ix
Target itatat Insatin Gusuad Fos S Time anet
D Froduchion ¥ Complited VEPHERE LOCALR ams  T2NE20T4 24734 TATAOTE T4T 47 i

6.Enter the Center Server Standard license key

|- New Licenses 2
P4 1 Enter license keys Enter license keys
Enter license keys from which to create new licenses.
2 Edit license names
3 Readly to complete License kevs (one perline):
OM2VK-BGLEZ-M2388-IWCO0-2CMHL
Back Next Finish Cancel

7.Enter a unique name for the license in the License Name field and then click Next.
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|- New Licenses

3 Ready to complete

2
+ 1 Enter license keys Edlit license names
Each license key is placed in a separate license. Review the licenses and name them as appropriate,
B4 2 Edit license names

License name: |VMware wCenter Server § Standard E.ﬂl

License key. OM2WK-9GLEI-NE388-0vC00-2CMHL

Product: Whiware wCenter Server 6 Standard (Instances)

Expires: 3292014
Capacity.  Unlirnited |...

Back Next Cancel

8.Review your selections and then click Finish to close the Enter New License popup and

return to the VMware vSphere Web Client page.

[2] New Licenses

2 h

+ 1 Enter license keys Reaty to complete

You can now add the new licenses to the inventory. Once added, assign the licenses to assets to use product features.
+ 2 Edit license names
B 3 Readyto complete Mumber of licenses: 1

License name Whlweare vCenter Server 6 Standard EA

License key. OM2VE-9GLE-MNB388-0vC00-2CMHL

Back Finish Gancel

4.2.3 Adding a Host

Use the following procedure to add a host in vCenter 6:

1. Select the Home icon (house) on the VMware vSphere
2. Select Hosts and Clusters.

3.Select the desired host.

Web Client page
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4.Go to the Getting Started tab and select Create Datacenter.
The New Datacenter popup Displays

) | AdministraionVEPHERELOCAL =

vmware: vSphere Web Client

4 Home » D B pridpveenternvidacom  Acions + i
| [} ] a Q mmm-' Suswnaty Monior Manage  Relalad Objech |7 # Work In Prograss. Tafl
§ @ gridjp-vosnter.nvidia com |

]
. Create Datacanter Add M Add Vietual Machine Campists net-up
Walcome o vCanter Server
kgl gre radty 1o S6Lup vantir Sae”
=8 Aarms =)

A dataterter containe ol inveninry abjects -~ i
such s hests. andl vinual machings. You might o =

Prisied fly P8 cIMEEMEr L BDe ComBares - A2 | New (0] | Acknowled...
right Lse multipie Gatacenters 1o repnisant
organizasional unis in their enterprise.

Exphor Finthar
To get started click Create Datacertor
Learn more about folders
T3 Create Datacenter Leamn about datacenters

5.Enter a name for the datacenter in the Datacenter name field and click OK.
The new datacenter is visible in the left panel of the vSphere Web Client.

== neaere ah -
| | g | 3 (| <] | Getting Started | Summary Mon

(=] grid]p-vcener.nvidia.com

b [l Datacenter

€} cCreate Datacenter A
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Select the Getting Started tab and select Add a Host.
The Name and location dialog opens.

vimware: vSphere Web Client

Add & host

Ahastis o computer it Luses Vituslzaton
softwarn. such &8 ESK of ESX, 1o run vimual
machings. ASding & host 1o the inwnsory

80 Vinual Machings
LA VM Termgiates i Fo.

ol beings I unger (he management of a vGonier
B patastores ] Sarver symem.

9 Dutasicre Clusters ] Vou raad 5 computes urning ESX or ESX
€3 Metworks D sofwas. I you Son have ESX or ESX

saftwarn, vial the Vidware Wb site for
informasion abost is produst

| &= Diasrouind Swaches |

To add a hast, you must know the credenial
o the administrative sccount (typicalty
AdenisrHIor of mot) Snd the iecation of the

hamt o e rebtwon Datscenter

[Explore Further
Learn more about datacenters

To conirus vCorser Saner saip, chek Asd a hosL

4l Add a host Learn how to create datacenters
%) Create a cluster Learn about hosts
Leam about clusters

* Updated at 336 FM ) | Acmintswion@VSFHERELOGAL = | Heip - | (=} v
o Hmisand Clstes  + ¥ K | Datacanter Aciom = = x
(Gatting Started | Summary  Monitor  Manage  Related CRiec = # Workin Prograss =
30 T Lavil Cvects ] ] o - S . )
D cusiens
Create ANaconter £ Add i Add Virtual Machine Compinte setaup
B Homts
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vp_ﬁ.l‘\l

AI(Z) | Mew (0) | Acknowied

6.Enter the host name or IP address of the vSphere host and click Next.

The Connection settings dialog displays.

7.Enter the administrator account credentials in the User name and Password fields and

click Next. The Security Alert popup displays.

[ security Alert

The certificate store of vCenter Server cannot verify the
certificate.

The SHA1 thumbprint of the certificate is:
D2.TF.33.D0:E4:1D:EF.57.C4.09:14:0D:09:92:EC.68:36:46:
AB4F

Click Yes to replace the host's certificate with a new
certificate signed by the ViMware Certificate Server and
proceed with the workflow.

Click No to cancel connecting to the host at this time.

Yes

8.Click Yes to replace the host certificate.
The Host summary dialog displays.

9.Review the settings and click Next to proceed.
The Assign license dialog displays.

10. Confirm the license selection and click Next.
The Lockdown mode dialog displays.

11. Accept the default setting (Disabled) and click Next.

The VM location dialog displays.
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12. Select a cluster or accept the default option and click Next to proceed.
The Ready to complete dialog displays.

13. Click Finish to complete adding the new host.
The new host is now visible in the left panel when you click the datacenter name.

vmware* vSphere Web Client

. 4 Home r D X I Dat:
| @ | @ 8 Q || cen
(&) gridjp-vcenter.nvidia.com I~ o
v [ Datacenter 8

v [ gridip-cs1hv.nvidia.com 4

4.2.4 Setting the NTP service on a host

1. Click a host object in the menu on the left, click Manage-> Settings—> Time
Configuration—>Edit

& Remote Desktop

CeRVEDNEOESGWTE-

ool 100 B SunDec 21 ZI9PM Jeffroy Wess O =

L] Qaaman | adon-
Owmiog Pianed  Sumesiry  Muricr | Manage | Reistes Obigct | NewiT)  Arknowd
 [— { @ vvar SHce feniena
| BEENGS" Nebworking - Siorage | Alaew Defndions | Tags | Petmissaons Vi e
"

Tiemsr Configuar afion

Wonston T Sarvrs

i i

e LT

2. Enter a valid time server and click OK:
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[ 10.31.235.11: Edit Time Configuration ?)

Specify how the date and time on this host should be set.

) Manually configure the date and time an this host

(=) Use Metwork Time Protacol (Enable NTP client)
MNTP Service Status: Stopped

Start

The MTF Service settings are updated when you click Start, Restart, or Stop

NTP Service Startup Policy: | Start and stop manually | - |

User starts and stops the service manually

NTF Servers: 10.31.235.1

Separate servers with commas, e.g. 10.31.21.2, fed0:2800

[ ok | cancel |

3. Do this for each host to ensure time is accurate for all guests.

4.2.5 Setting a vCenter Appliance to Auto-Start

Use the following procedure to set a vCenter Appliance to start automatically:
1. In the vSphere Web Client, select the host then select Manage=VM Startup/Shutdown.

2. Click the Edit button.
The Edit VM Startup and Shutdown window displays.

u 10.48.57.230: Edit VM Startup and Shatdown 2
Defauli VM Satiings
Sysiam influence [V Automatically $2ae1 and stop the virtual machings win the system
b5 1 120 Se0ond(s) Continue immrssdately vidware Took slans
iy 120 sacond(s)
SMAsown Bt Power off -
Por-¥M Overrides
Automatic Starup
Any Ovcer
Wanual Startup
WinTBT-01 LUize Deaf Lh- o v Lisi Dt Power of 120
WinT-01 Lige Dal. 13 Wi Daf P of 120
VidwarsvCantor-Ser Lise Daf. 120 - Conli s Dol Power off 3
oK Cancal

3.Select the vCenter Appliance and click the Up arrow to move that virtual machine up to
the Automatic Startup section

SP-00000-001_v01.0/.]| 54



Installing VMware vCenter 6 Server

4.Select the following options:

e Set Startup Behavior to Custom and select Continue immediately if VMware Tools
starts

e Set Startup Delay to 0

e Set Shutdown Behavior to Custom

e Select Guest Shutdown

(] 10.19.87.230: Eds VM Startup and Shusdown 3

Dafault VM Sartings

Sydtar (Afluaics + Ayuipmaticaly start and siop thi virtual machings with the sysiem

SiamtuD deliry 120 second(s] [ Cortirus Immediatety if Vidwans Tools i
S 30| saconcis)
Shutdown acton Power oft -
ParM Overrides
- Osdias M N Star.o Ba Bt Vikews To n ik
Automatic Startup
Whtvean-vTanted -G Custpm 0 Conar Cuslom Gues s 12
Ay Ovder
Manuial Startug
WinT-PT-01 Use Datl. 120 Confirg. Use Dul Power off 120
WinT-01 Usa Def 120 Congno Usa Daf. Power off 120

5.Click OK to apply the configuration.

The vCenter Web Client may not reflect these configuration changes immediately. Either
click the Refresh icon or different configuration group and return to the current setting.
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4.2.6 Mounting an NFS ISO Data Store

Use the following procedure to mount an NFS ISO data store:

1.In the main vSphere Web Client window, select Hosts and Clusters and select the host.

2.Select Storage->New Datastore from the Actions drop-down menu.

The New Datastore window displays with the Type tab selected.

F3 New Datastors

?I M
v (N -

2 Select NFS version VMFS

Create a VMFS datasions on & diskLUN
+ NFS

3 Name and configuration

Create an NFS datasions on an NFS shane over (e network,

VWOoL

Create a Virnua: Violemas dalastore on a slorage container connected to a slorage provider.

Naxt

3.Select NFS and click Next to proceed.
The Select NFS version tab displays.

4.Select the correct NFS version and click Next to proceed.
The Name and configuration tab displays.

5.Enter the NFS exported folder path and the NFS server address in the Folder and
Address fields, respectively.

Since this an ISO data store, consider mounting it as read-only by checking the
Mount NFS as read-only checkbox.

6.Click Next to proceed.
The Host accessibility tab displays.

7.Select the host that will use the new data store,
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8.Select Next to proceed.
The Ready to complete tab displays.

3 New Datastors

Installing VMware vCenter 6 Server

1 Location

2 Type

3 Select NFS version

4 Name and configuration

5 Host accessibility

o ¢ roscy o compie

L 4K ¢ L

Name 150 Datastore
Type NFS
Version  NFS3

NFS shane and acoess mooe
Server 10.19.57.67
Folder frntnashso

Access Mode  Read-ondy

Hosts that will have access o this datasiore;

Hoat

@ 10.1957.230 -

Finish

Cancel

9.Review the settings.

10. Click Finish to complete adding the NFS ISO data store.
This data store is now accessible as an installation source for virtual machine CD

drives.
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Chapter 5.
NVIDIA VGPU MANAGER VIB INSTALLATION

This chapter discusses the following NVIDIA vGPU Manager V1B installation topics:

» Step-by-step guide to downloading and preparing the VIB file for installation on the
host.
e VIB file upload using either vSphere Web Client (see section 5.1.1, Uploading VIB
in vSphere on page 58)

e WinSCP (see Chapter 15, Using WINSCP), on page 206)
» Installing the VIB.
» Uninstalling the VIB.
» NOTE: Upgrading from previous versions of the VIB is not supported.

5.1PREPARING THE VIB FOR INSTALL

Use the following procedure to prepare the VIB file:
1. Download the archive containing the V1B file.

2.Extract the contents of the archive to a folder. The file ending with VIB is the file that
you must copy to the host data store for installation.

5.1.1 Uploading VIB in vSphere

This section describes how to upload a .VIB file to the host using the vSphere Web
Client. See Chapter 15, Using WINSCP, on page 206 if you are using WinSCP.

NVIDIA CONFIDENTIAL
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To upload the file to the data store using vSphere Web Client:
1. Click the Related Objects tab for the desired server
2. Select Datastores.

3.Either right click the data store and then select Browse Files, or click the icon in the
toolbar. The Datastore Browser window displays.

Getting Started Summary Monitor Manage ‘ Related Objects L

i Virtual Machines | Datastores | Networks \

8|4 @ @ HE | GAdons v

Name 1 ‘E Status Type

a datasto~1 ikl VMFS5
* B3 Actions - datastore1 ’

5" Register VM...

4.Click the New Folder icon.
The Create a new folder window displays.

5.Name the new folder vib and then click Create.

Create a new folder

Enter a name for the new folder:

vib

Create Cancel

6.Select the vib folder in the Datastore Browser window.
7.Click the Upload icon.

Datastore Browser - [datastore1] vib (x)

Q Searc! __——'Q C @

[ datastore1 Name Size Modified Type Path
» [.sdd.sf This listis empty.

» [JVvDGA-001
» CIWin7-001
» CJvmkdump
» COIWTVGPU-001
» COWTVGPU-002
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The Client Integration Access Control window displays.
8.Select Allow.
The .VIB file is uploaded to the data store on the host.

If you do not click Allow before the timer runs out, then further attempts to upload a file
will silently fail. If this happens, exit and restart vSphere Web Client, Repeat this procedure
and be sure to click Allow before the timer runs out.

5.2PREPARE AND INSTALL THE VIB FILE

This section guides you through preparing, installing, and confirming the V1B file.

1. Upload the VIB file to the host using either the vSphere Web Client Utility (see the
following sections for more detailed information: see section 5.1.1, Uploading VIB
in vSphere on page 58; Chapter 15, Using WINSCP, on page 206)

2.Place the host into Maintenance mode by right-clicking it and then selecting
Maintenance Mode->Enter Maintenance Mode.

w [} gridjp-veenter.nvidia.com . Type: ESXi
v [[7 Datacenter | Model: Supermicro X10SLH-F/
[> H 10.19.32228 a Processor Type:  Intel(R) Xeon(R) CPU E
| T — Actions - 10.19.57.228 ) "
» EI 10.19, - Logical Processors: 8
New Virtual Machine
NICs: 2

Now vApp ¥ Virtual Machines: 1
¥ New Resource Poal...

%@ Deploy OVF Template...

State: Connected
Connection » | Uptime: 8 hours
Maintenance Mode Z Enter Maintenance Mode  §

Power » F

Alternatively, you can place the host into Maintenance mode using the command prompt by
entering

$ esxcli system maintenanceMode set -- enable=true

This command will not return a response. Making this change using the command prompt
will not refresh the vSphere Web Client Ul. Click the Refresh icon in the upper right corner
of the vSphere Web Client window.

CAUTION: PLACING THE HOST INTO MAINTENANCE MODE DISABLES ANY VCENTER APPLIANCE
RUNNING ON THIS HOST UNTIL YOU EXIT MAINTENANCE MODE AND THEN RESTART THAT
VCENTER APPLIANCE.

3.Click OK to confirm your selection.
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5.2.1 Installing the VIB

Use the following procedure to install the VIB file, NVIDIA-vgx-VMware-346.27-
10EM.600.0.0.2159203.x86_64.vib:

1.Issue the following command to install the vGPU VIB, where <path> is the full path
to the VIB file:

$ esxcli software vib install --no-sig-check
-v /<path>/NVIDIA-vgx-VMware-346.27-10EM.600.0.0.2159203.x86_64.VIB

The following error displays if you do not use the full path:
[VibDownloadError].

When the installation is successful, the following displays:

Installation Result:

Message: Operation finished successfully. Reboot Required: false
VIBs Installed: NVIDIA bootbank NVIDIA-vgx-
VMware_vSphere 6 Host Driver_346.27-10EM.600.0.0.2159203

VIBs Removed: VIBs Skipped:

Although the display states “Reboot Required: false”, a reboot is necessary for the vib to
load and xorg to start.

2.From the vSphere Web Client, exit Maintenance Mode by right-clicking the host and
selecting Exit Maintenance Mode.

Alternatively, you may exit from Maintenance mode via the command prompt by entering:
$ esxcli system maintenanceMode set -- enable=false

This command will not return a response.

Making this change via the command prompt will not refresh the vSphere Web Client UI.
Click the Refresh icon in the upper right corner of the vSphere Web Client window.

3.Reboot the host from the vSphere Web Client by right-clicking the host and then
selecting Reboot.

You can reboot the host by entering the following at the command prompt:
$ reboot
This command will not return a response. The Reboot Host window displays.

When rebooting from the vSphere Web Client, enter a descriptive reason for the
reboot in the Log a reason for this reboot operation field, and then click OK to proceed.

5.2.2 Confirm the VIB Installation

1.Use the following command to determine the installation of vGPU driver in vSphere:
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$ esxcli software vib list | grep -i nvidia
This command returns output similar to the following;:

NVIDIA-vgx-VMware_ vSphere 6 Host Driver 346.27-10EM.600.0.0.2159203
NVIDIA VMwareAccepted 2014-12-30

2.Confirm GPU detection using the following command:
$ nvidia-smi
This command returns output similar to the following (output shown below is for a
pair of K2 cards in a single host):

L _—___ +
| NVIDIA-SMI 346.27 Driver Version: 346.27 |
|-~ T T +
|GPU Name Persistence-M | Bus-1d Disp-A | Volatile Uncorr. ECC |
|[Fan Temp Perf Pwr:Usage/Cap]| Memory-Usage | GPU-Util Compute M. |
I —==—==+4= + I
| O GRID K2  Off]0000:09:00.0 OFfF| Off |
IN/A 52C P8 30W 7/ 117W |917MiB/4095MiB | 7% Default |
Y S S T S S Y S S S +
| 1 GRID K2  Off]0000:0A:00.0 OFf]| Off |
| N/A 43C PO 50w / 117W ]11MiB/4095MiB | 0% Default |
e ____ e __ o __ +
| 2 GRID K2 Off]0000:85:00.0 OFf| Off |
| N/A 42C PO 51W / 117W|11MiB /4095MiB | O% Default |
Y S S T S S Y S S S +
| 3 GRID K2 Off]0000:86:00.0 OFf]| Off |
| N/A 37C PO 39w / 117W] 11MiB /4095MiB | 0% Default |
e ____ e __ o __ +
L _—___ +
Compute processes: GPU Memory |
GPU PID Process name Usage |

If the nvidia-smi command does not return any output (see Chapter 14,
Troubleshooting, on page 193)

3.SMI also allows GPU monitoring using the following command:
$ nvidia-smi -1
This command switch adds a loop, auto refreshing the display.

5.3UNINSTALLING THE VIB

This section describes how to uninstall the VIB. NOTE: Upgrading is not supported.
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5.3.1 Uninstalling VIB

Use the following procedure to uninstall VIB:

1.Determine the name of the vGPU driver bundle as described in section 5.2.2, Confirm
the VIB Installation, on page 61

2.Run the following command to uninstall the driver package:

$ esxcli software vib remove -n NVIDIA-vgx-
VMware_vSphere_6_Host Driver --maintenance-mode

The following message displays when installation is successful:

Installation Result:

Message: Operation finished successfully. Reboot Required: false
VIBs Installed:

VIBs Removed: NVIDIA bootbank NVIDIA-vgx-

VMware_vSphere_6_Host Driver_340.49- 10EM.600.0.0.1951118

VIBs Skipped:

3.Reboot the host to complete the uninstallation process.
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Chapter 6.
BUILDING CITRIX XENDESKTOP 7.6

This chapter covers installing Citrix XenDesktop 7.6, including;:
» Building XenDesktop 7.6

» Registering and allocating the trial license

» Installing a XenDesktop

» Importing vSphere and vSphere SDK Certificates

» Using Citrix Studio to performing site setup

» Configuring Citrix license server

» Verify Citrix StoreFront Configuration

6.1REGISTERING AND ALLOCATING THE TRIAL
LICENSE

Use the following procedure to obtain and allocate a Citrix XenDesktop 7.6 License:

1. Using an internet browser. Navigate to the
http://www.citrix.com/tryxendesktop website. Select the Download Now button
to register for a new trial or login to your existing account

NVIDIA CONFIDENTIAL
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Building Citrix XenDesktop 7.6

-
CITR!X‘ Solutions Products Downloads Buy Support Partners Log In

XenDesktop

Overview What's New Use Cases TechInfo Tryit HowtoBuy Support

Try XenDesktop

Do-it-yourself Request a demo

Download fully-functional evaluation Request a Citrix professional to setup a
software to install and configure for your XenDesktop environment and walk you
through the admin and end-user

experiences.

» Understand delivery, management and
monitoring of apps and desktops
= Knowledge of virtual machine

management and Windows server
infrastructure suggested

Download now

2.Enter your Login ID and Password and click the Login button if you already have a
Citrix account. If you do not have an account you can create one by selecting the

Create an Account tab.

environment.

[ Dooacs - s R £ Citrn Ol Stcon - Bl - bl ol
L C M 8 hpsstoneciticoom, s e  DisplayThreePy! X outAddressPaymentinioP sae/ Theme e pa =
d'rqu XenDeskiop Tral
Fxinting Comtomes  Crnale an Aee:
Try XenDesktop el
Bring Windows apps and deskiops to a mobile world Legin
Your login (D) Is the s.ame s yoor Citrix My Account iogin 10

“Recired information

= Regisier an

9 user trial

Key benefits of XenDesktop

Empower modile Simple unified
worksryles phatiermn

3.To create your account enter all required information as directed, select the checkbox
confirming that I have read and accept the Citrix End User License Agreement
and select Proceed to Download to continue.
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i

& 5 @ f B tmpsstoreciticcom som) it stAddressPaymentind ThemelD 281 69600#secan g a

fu]

Try XenDesktop e

Bring Windows apps and deskiops to a mohbile world “Fiequine information

+ Mobikze Windows apps 1o be 10uch-enabied for
an e

P and geskiop defivery, management

efiver 1housands of corporate apps
and g 0 mobile dayices, anyahars
« Register and get stanad ioday with your 90 day

Verily Passward *

Key benefits of XenDesktop

Empower moblle Simple ursfied
workstyles o

Communicasion
Secure accets
Wil K

RS2 AN Sannn
mabite devices.

resedesr a5 marchan of the pracucn

e Your Calfomia Prwacy Rightn

4.Existing customers will be required to confirm their account information and select
the checkbox confirming that I have read and accept the Citrix End User License
Agreement. Select the Proceed to Download button to continue.

[ Dot - Citia " \ ] = o) e
= C A B hupsstors.citriv.com, stare g2 =
TW XenDesktop Existing Customer -
Bring Windows apps and deskiops to a mobile world “Required informaticn
s 305 1o be {ouch.enabled for Address Book | Oafaul

* Devar

Key benefits of XenDesklop

Empowar mobil Simpie Lnitisd Secure access
workstyles platform without risk

iy by Lizanas Agrasmant
0% and deshy redesig ] i
=abin gavieas XanDankiop arceitecurs Pleaas Review e End Liser Licermve Agreement fof ycur piochect
@ ® tead ane deeept he Ci End Uses Leense Sgreemest

o it izl o e gobects

5.Select the Download XenDesktop 7.6 link to download the .iso image needed to install the
Citrix XenDesktop software. There is also a helpful Reviewer’s Guide on this page, which
walks you through the basic deployment in a matter of hours. Select My account link
under Step 2 do proceed to your account and allocate the license.
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L C 8 hupsiistone.citriceomst yPagesl 25t trivieid k ok a2 =
Thank Yo

Download Nesd halp?

n Diownload XenDeskiop 7.6 (150 s, 3.4 » Product [
u T ron Contact C3
= o . PMar % i AT

NYNIR

component for Xen{lesktop b

anDeskion, pheuse vish

Stop 2 - Trisl Licanua Aliocation

corms codels) dipl

et My Accaunt

6.0pen the email that you received from citrix.cs@digitalriver.com as it contains the
License Code needed to allocate your trial license. This code should match the one
displayed in your Citrix account.

£ Reply [ Reply Al (5} Forward  Gi5 IM
Sun 4/19/2015 1:03 PM
citrix.cs@digitalriver.com
Citrix - Order Confirmation (Order #13029029529)
To M Devair, Friederich

ﬂIf there are problems with how this message is displayed, click here to view it in a web browser,

Thank You

Your trial (Number; 13029029529) starts today, April 19, 2015,

Ju— Download

Download XenDeskiop 7.6 (ISOfile, 2. 47GB)
MD5:c938996719b8f038956d76907ef97ae3
Download XenServer (zip file, 0.98GB)
MD5:1289e647e3a2075fc11a793435184e81
Download AppDMA (msi file, 1.74GB)
MDE:d2ac008132e63efc1482cc5bb625ddED
Download Citrix StoreFront (exe file, 31.8MB)
MDE:985T47787412eac61daed5fT32ffacT2
Download Receiver

XenDesktop Trial
License Code CTX34-F6PNI-MXN7F-YTMG.J-NYNJR

You may choose to enter the license key later. Even without a license key, all features are
enabled and the evaluation will run successfully for up to 30 days
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7.Under the Activate and Allocate Licenses tab, select the check box on the left side of
the line that contains the Code from your email. Select the Continue button to

proceed.
¥ [ orizas R BB (R cervate aed Moate e %
c i Ao, 1 nanag
CiTR!X solutions  Products  Downloads  Buy  Support  Partners qQ
Select Dol sge et a
Cortems Advanced shanea
" L] 15 Ape 2015

TN FEPNE MUNTFNTMCL YR Ty

Cen Stove NenDesktrs 5.5 Pasin

8.Type the NETBIOS hostname of the server where you will install XenDesktop 7.6
eld. Select the continue button to proceed.

st

H

Y

into the Host ID fi
o - G - e C P

[ &eun
+

strand

The Host ID field is case sensitive. If you do not enter your Host ID exactly the same as your
NETBIOS Hostname it will not work properly. Do not enter the FQDN name of your server.

9.Confirm your selection and Host ID, select the Confirm button to proceed to

download your license file.
et " w Ty . 1w Stare = :-i Actrate snd Aliccate L x '\‘
Q

i

[ o :
€« c AN hEtps/ fwww.citrix.com
utions Products Downlos

10. A confirmation dialogue will be displayed, select OK to proceed to download your

license file.
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Your allocation was successful. Would you like to
download your license file(s)?

Don't show this message again

| OK [ | Close [

11. Select the checkbox on the left side of the license you with to download. Select the
download button to start your download.

S CE T, | I s i

g E

Ci'l'l!lx salutians Praducts Downlaads Buy Suppart Partnors g 0wt Q

Aduansed Samch

F IXVMWETIOOS et dare

..........

12. Once the download completes, copy the license file to the server where you will
install XenDesktop 7.6.

6.2INSTALLING XENDESKTOP 7.6

The server on which you are installing Citrix XenDesktop 7.6 must meet the
requirements listed in “General Prerequisites” on page 14. As of the publication date of
this manual the current version of the Citrix XenDesktop is:

Version: 7.6.0.5029
XenApp_and_XenDesktop7_6.iso

Use the following procedure to install XenDesktop 7.6:

1. Mount the .iso image using Virtual Clone Drive or similar. Alternately you can
use vCenter Client to mount the .iso from an ISO data store to the virtual
machine CD drives.
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() TXTVMWFTWOOSvt - Virtual Machine Properties = | B X
Hardware IOptions ] Resources ] vServices ] Virtual Machine Version: 11 ,@
Device Status
I” Show All Devices Add... [V Conmected
Hardware summary ¥ Connect at power on
M 4096 MB
L emory Device Type
[ cpus L |
- — 5
l;' Video card @ Browse Datastores =AREn X o
& VMCIdevice — 1
© scstcontrollll  ogkin: [1s0 |
£ co/ovo driy
& Hard disk1 Name File Size LastMadified
& Floppy drive @) Textron Win 7 Pro SOE v4.0.0_..  9GB 2/25/2015 3:08:3
BB Network adal @Y en_windows_10_technical_previ.. 4GB 3/18/2015 3:51:2 :‘
@ en_windows_7_ultimate_with_s.. 3 GB 3/18/2015 3:50:4
@) SW_DVD3I_Windows_Svr_Std s 5 GB 4/9/2015 2:57:37
(3 XenApp_and_XenDesktop7 6iso 2 GB 4/15/2015 11:16: Browse... |
4 m 3

File type: 150 Image (*.iso) j Cancel

oK Cancel

Z)

2. Launch the CD with AutoPlay or select the AutoSelect.exe application to start the
Citrix XenApp and XenDesktop installer. Select Start button next to XenDesktop
Deliver applications and desktops.

Deliver applications and desktops to any user, anywhere,
on any device.

+ Secure mobile device management
+ Hybrid cloud, cloud and enterprise provisioning
+ Centralized and flexible management

Manage your delivery according to your needs:

XenApp peliver applications

XenDesktop peliver appiications and desktops

Cancel

CiTRIX

3.Select Delivery Controller under Get Started on the XenDesktop 7.6 window.
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XenDesktop 7.6

Get Started Prepare Machines and Images Extend Deployment

Delivery Controller Virtual Delivery Agent for Windows Citrix Director

Start here. Select and install the Delivery Server 05

Controller and other essential services like Install this agent to deliver applications and
License Server and StoreFront. desktops from server-based VMs or Citrix License Server
physical machines.

Citrix StoreFront

Citrix Studio

Universal Print Server

Services and Support

Access product documentation online.
iter Access knowledge base articles, security bulletins, and troubleshooting guides.

4.Select Yes to agree to the User Account Control prompt if displayed.

] User Account Control -

ﬁ‘] Do you want to allow the following program to make

< changes to this computer?

Program name:  Citrix XenDesktop
Verified publisher: Citrix Systems, Inc.
File crigin: CO/DVD drive

() Show details Yes || Mo

Change when these notifications appear

5.Check | have read, understand, and accept the terms of the license agreement radio
button to accept the agreement. Select Next to continue.
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XenDesk‘[op 76 Software License Agreement

Printable version
Licensing Agreement

CITRIX LICENSE AGREEMENT -
This is a legal agreement ("AGREEMENT") between the end-user customer ("you"), and |~

Core Compenents

featires the providing Citrix entity (the applicable providing entity is hereinafter referred to as
Firewall "CITRIX"). Your location of receipt of Citrix product (hereinafter "PRODUCT") and

software maintenance (hereinafter "MAINTENANCE") determines the providing entity
Summary hereunder. Citrix Systems, Inc., a Delaware corporation, licenses the PRODUCT and
Install provides MAINTENANCE in the Americas. Citrix Systems International GmbH. a Swiss

company whelly owned by Citrix Systems, Inc., licenses the PRODUCT and provides

Finish MAINTENANCE in Europe, the Middle East, and Africa. Citrix Systems Asia Pacific Pty
Ltd. licenses the PRODUCT and provides MAINTENANCE in Asia and the Pacific
(excluding Japan). Citrix Systems Japan KK licenses the PRODUCT and provides
MAINTENANCE in Japan. BY INSTALLING AND/OR USING THE PRODUCT, YOU
ARE AGREEING TO BE BOUND BY THE TERMS OF THIS AGREEMENT. [F YOU
DO NOT AGREE TO THE TERMS OF THIS AGREEMENT, DO NOT INSTALL AND/
OR. USE THE PRODUCT. Nothing contained in any purchase order or any other
document submitted by you shall in any way modify or add to the terms and conditions
contained in this AGREEMENT.

1 PRODUCT LICENSES.

(®) | have read, understand, and accept the terms of the license agreement

| do not accept the terms of the license agreement

6.Select the Core Components that you wish to install, by default all components are
selected. For Single Server installation select Next with all Core Components
checked to continue.

XenDesktop 7.6 Core Components

For scale and performance reasons, it is recommended that Directar and the License Server be
+ Licensing Agreement installed on separate servers.

Core Components

Location: C:\Program Files\Citrix | Change.

Features
Firewall ¥ | Component (Select all}
Summary Delivery Centrol
Install It
Finish
| Studio
; Create, configure, and manage re compenents, applic
7 Director
Monitor performance and troubleshoot problems.
™ License Server
Manages pros
StoreFront
z P authentication and resource delivery sen

ralized ent

: Back : ‘ Cancel 7!

7.Select Features needed for this installation. Citrix best practice is to use a SQL Server
separate from the XenDesktop server. For single server installation accept the
default selections and select Next to continue.

SP-00000-001_v01.0/.] 72



Building Citrix XenDesktop 7.6

XenDesktop 7.6 Features
o ¥ Feature (Select all)
¢ Licensing Agreement
« Core Components - Install Microsoft SQL Server 2012 SP1 Express
|+ This is an optional component. If you have an existing SQL Server for storing desktop
Features i

application configuratio d settings, do not select this option.
Firewall
) Install Windows Remote Assistance
Summary Select this only if you need the shadowing feature of Director Server.
Install
Finish

Back Im[ Cancel

8.Automatically create the firewall rules in Windows Firewall, unless you are not
using Windows Firewall. Select Next to continue.

XenDesktop 7.6 Firewall

The default ports are listed below. Printable version
# Licensing Agreement

+ Core Components Delivery Controller Director License Server StoreFront
« Features
80 TCP 80, 443 TCP 72719 TCP 80, 443 TCP
Firewall 443 TCP 27000 TCP
Summary 8083 TCP
Install 8082 TCP
Finish

Configure firewall rules:

D Automatically

Select this option to automatically create the rules in the Windows Firewall. The rules will
be created even if the Windows Firewall is turned off.

Manually

Select this option if you are not using Windows Firewall or if you want to create the rules
yourself.

Back Cancel J

9.Review Summary and Select Install to begin installation.
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+ Licensing Agreement

+ Core Components

+ Features

# Firewall
Summary
Install

Finish

Summary

Review the prerequisites and confirm the components you want to install.

Installation directory
CAProgram Files\Citrix
Prerequisites.
Microsoft SQL Server 2012 5P1 Express
Microsoft Visual x64 C++ 2008 Runtime
Microsoft Internet Information Services
Windows Remote Assistance Feature
Core Components
Delivery Controller
Studio
Director
License Server
StoreFront
Features

Install Windows Remote Assistance

Firewall

Building Citrix XenDesktop 7.6

Back E Cancel

10. Select Finish when the Finish Installation dialogue is displayed.

XenDesktop 7.6

+ Licensing Agreement
# Core Components
+ Features
+ Firewall
+ Summary
+ Install

Finish

Finish Installation
The installation completed successfully.

Prerequisites

¥ Microsoft SOL Server 2012 SP1 Express

+ Microsoft Visual x64 C++ 2008 Runtime
+" Microsoft Internet Information Services

~" Windows Remote Assistance Feature

Core Components

+" Delivery Controller
~ Studio

~" Director

«" License Server

v StoreFront

Post Install
+ Component Initialization

You must be logged in as a domain user before configuring the product.

Installed
Installed
Installed
Installed

Installed
Installed
Installed
Installed
Installed

Initialized

v Success
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6.3IMPORTING VSPHERE AND VSPHERE WEB
SERVICE SDK CERTIFICATES

Before you can continue with the XenDesktop configuration import the VMware
vSphere 6.0 server certificate and vSphere Web Service SDK Certificates. Using
Internet Explorer or another web browser, type the web address of the vCenter server
into the address bar.

6.3.1 Importing vSphere Certificate

1.Select Continue to this website (not recommended).

- O -
e@h@ hitp i/ fosterriniftu 00Tt bat texdron, comy/ RP-c || & Centificate Error: Mavigation... ‘ | A I

|@ There is a problem with this website’s security certificate.

The security certificate presented by this website was not issued by a trusted certificate authority.

Security certificate problems may indicate an attempt to fool you or intercept any data you send to the
server.

We recommend that you close this webpage and do not continue to this website.
@ Click here to close this webpage.

@' Continue to this website (not recommended).

® More information

2.Click on the certificate warning next to the URL in the address bar and select View
certificates.

I=lsl x|

| @ g azm e P @ ceny &l e

Cotting Started For Administratars

‘Web-Based Datastors Browser

Uz your web Beowsar Lo fing and dewnioad fies (for

e this weebpage ‘exampie. virual machine and virtual gisk files)
Hrowse Balasi0es in M vEphens inveriory

For Developers

vphere Web Services SDK

Leam about our latest SOKs, Toolkits, and APts for

To acoess VSpnere remolity, use e
vSphere Web Cliant,

Log in 1o v&phere Web Clent .

o
th
e re

For help, siee About cei

vEphere Documentation

maanaging Viware ESX, £S5, and VMware vCener
Get sampile code, referance documentation, participate
in our Forum Discussions, and view our latest Sessions

and Webinars
Learn more about the Weh Services SDK
Browse objects managed by vEphere
Downioad trusted roct CA cerlificates
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3.Select the Install Certificate button to import the certificate into the local certificate
store.

38, Certificate -

General | Details | Certification Path |

.ﬂ‘gg Certificate Information

This certificate cannot be verified up to a trusted
certification authority.

Issued to:  TATWMWETWOO1wE Ext, bextron, com

Issued by: CA

valid from 4/13/2015 to /62025

Install Cettificate...| | Issuer Staternent

4.Select Local Machine radio button on the Certificate Import Wizard and then select
Next to import the server certificate into the local machine certificate store.
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Welcome to the Certificate Import Wizard

This wizard helps vou copy certificates, certificate trust lisks, and certificate revocation
lists Fron vour disk o a certificate stare,

A certificate, which is issued by a certification autharity, is a confirmation of your identity
and contains information used to protect data or ko establish secure network
connections. & certificate store is the system area where certificates are kept.,

Stare Lacation
() Current User
(®) Local Machine

To continue, click Mext,

| @Nm || Cancel |

5.Select Yes to agree to the User Account Control prompt if displayed.

jou want to allow the following program to make
5 to this computer?

Program name:  Citrix XenDesktop
Verified publisher: Citrix Systems, Inc.
File crigin: CO/DVD drive

() Show details

Change when these notifications appear

6.Select Next to accept the default to automatically select the certificate store based on
the certificate type.
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Certificate Store

Certificate stores are system areas where certificates are kept,

windows can automatically select a certificate store, or wou can specify a location for
the certificate,

(® Automatically select the certificate store based on the bvpe of certificate
() Place all certificates in the following store

Certificate store:

| | Browse, .,

7.Select Finish to continue.

Completing the Certificate Import Wizard

The certificate will be imported after you click Finish,

‘ou have specified the following settings:

= == =R ) Aukomatically determined by the wizard
Certificate
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8.Select OK to close the notice that the certificate was imported successfully.

0 The import was successful,

6.3.2 Importing vSphere Web Services SDK
Certificates

1.Select Download the trusted root CA certificates from the vSphere Web Services
SDK section.

Getting Started For Administrators
To access vEEETE remotely, use thi ‘Wob-Based Datastors Browser
vSphere Web Client . 1 Lise your web beowser 1o find and downioad Mes (1o
Log in to vEphere Web Client B 3 ‘Exampie, virual machine and virtual disk fies).
For hetp. see Y. 5 Browsie datasionss In e vSphens irventory
viphern: Docurientation For Developers
vSphere Web Services 5D

Leam about our itest SDKS, Toodats. and APIS fr
mAnaging Vivware £S5, ESXI, and Vidware vCenter
Get ' panticipate
In our Forum Discusssons, and view our 3iest Sessions.
and Webinars,

Lt o aboist 11 Wb Services SOK
Browse oojects managed by vEphere
Dawnicad trested root CA centificates

2.Save and then extract the certs from the download.zip file.
3.Launch MMC control panel from the Start->Run menu.

4.Select Yes to agree to the User Account Control prompt if displayed.
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) User Account Control x|

Do you want to allow the following program to make

changes to this computer?

a Program name:  Citrix XenDesktop
Verified publisher: Citrix Systems, Inc.

File crigin: CO/DVD drive

@ Show details Yes ‘ | Mo

Change when these notifications appear

5.Select Add/Remove Snap-in from the File menu.

Consolel - [Console Root] \Lli-

File | &ction Wiew Favorites Window Help [_[=]x]
4 New Ctrl+h
5 Open Ctrl+0 ot
Save Ctrl+S
There are o items to shaw in this view, Console Root =
Save &s..,
More Actions

Add/Rermove Snap-i.. Ctrl+M
Options..

1 C\Program Files', \StudioSF
Exit

Enables you to add snap-ins to or remove them from the snap-in console.

6.Select Certificates from the Available snap-ins and then click Add button.

Add or Remaove Snap-ins -

Y¥ou can select snap-ins For this console from those available on your computer and configure the selected set of snap-ins. For
extensible snap-ins, you can configure which extensions are enabled.

Available snap-ins: Selected snap-ins:
Snap-in vendaor ~ | Console Root Edit Extensions. ..
=" |Activey Control Microsaft Cor...
Aauthorization Manager  Microsoft Cor, . Remave
Microsoft Cor.., | =
& Citrix StoreFronk Cikriz System.. . Mave Up
&4 Citrix Studio Citrize Swstem...
. Component Services  Microsoft Cor... IMovve Diovn
:lé' Computer Managem.., Microsoft Cor...
g=nDevice Manager Microsaft Cor...
= Disk Management Microsaft and, .,
% Embedded Lockdow...  Copyright {c) ...
@ Event Yiewer Microsaft Cor..,
I Falder Microsaft Cor...
_—-jGroup Palicy Object ... Microsaft Cor...
“Binternet Informatio... Microsoft Cor... |~ e lencr

Drescripkion:

The Certificates snap-in allaws you to browse the contents of the certificate stares Far vourself, a service, or a computer.

7.Select Computer Account radio button and then select Next to continue.
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This snap-n will always manage certificates for:
) My user account
) Service account

(® Computer account

| < Back ” Mest || Caticel |

8.Accept the default of Local computer as the computer you want to manage, and then
select Finish to continue.

Select the computer you want thiz gnap-in to manage.
This zhap-in will always manage:

(® Local computer: [the computer this console is running on)

() Another computer: | | | Browsze. .

[ Allaw the selected computer ta be changed when launching from the command line. This
only applies if you save the conzole,

| < Back ” Finizh || Cancel

9.Select OK to load the snap-in.
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‘fou can select snap-ins For this console From those available on your computer and configure the selected set of snap-ins. For
extensible snap-ins, you can configure which extensions are enabled,

Available snap-ins:

Selected snap-ins:

Snap-in wendaor
= Ackives Contral
Authorization Manager
I Certificates
&4 Citrix StoreFrant
&4 Citriz studio
N Component Services
_'_5,‘ Computer Managem. ..
g=n Device Manager
1= Disk Management
"‘_‘“—5'| Embedded Lockdaw, .,
@ Event Yiewer

| Folder
= Group Policy Object ...
“Dinternet Informatio...

Microsoft Cor...
Microsoft Cor...
Microsoft Cor...
Cikriz Syskern,,.
Citri System...
Micrasoft Car...
Microsoft Cor...
Microsoft Cor...
Microsoft and. ..
Copyright () ...
Micrasoft Car...
Microsoft Cor...
Microsoft Cor...
Microsoft Cor...

~ | Console Rook
_9)1 Certificates (Local Camputer)

Description:

Edit Extensions. ..

Remove

Move Lip

Move Down

The Certificates snap-in allows vou to browse the contents of the certificate stores For vourself, a service, or a computer,

10. Expand Certificates, and then expand Trusted Root Certificates. Right click on
Certificates under Trusted Root Certificates and select All Tasks

Import.

=1 Consolel - [Console RootyCertificates {Local Computeri\Trusted Root Certification Authorities\Certificates] = [ != -
B File  Action  Wiew Favorites  Window  Help !En
TN EREIEEN
_ Consale Root || lssued To - Issued By Expiration Date  Inten ~ || Actions
a G Ct.artificates {Local Camp Rl Baltimore CyberTrust Root Baltimore CyberTrust Roat 5/12/2025 Serve T .
I [ Personal [l Class 3 Public Primary Certificat.. Class 3 Public Primary Certificatio..  81/2028 Secul X
4 & Tr.usted Root Certific ol Cormmercial Private Sub CA1 Entrust Managed Services Comm.., 1041372030 <Al More fictions ’
| Certificates Lo smn ey 1007 Microsoft Corp,  12/30/1999 Time
b [ Enterprisy palllliasks ' PSR gh Assurance BV Root .. 117972031 Serve
b - Interrnedl Wigw ¥ fices Com..  Entrust Managed Services Comm..,  11/13/2030 <Al
b & Trusted P Mews Window from Here lices SSP CA Entrust Managed Services Root CA 5/3/2010 s
E ::::5:: —— M-CA ent DAAPPRWHIIZ-CA 31072016 <Al
b Trusted P cate Auth..,  Equifax Secure Certificate Authority  8/22/2018 Secul
b 7 Client Aut Refresh oy CA Federal Cammaon Palicy C2& 121/2030 Serve
b 1 Other Ped Export List... GeoTrust Global CA 5/20/2022 Serve
b 7 Citrix Delid Help dfication .. Go Daddy Class 2 Certification &, 6/28/2034 Serve
b 1 Rerote Desrrap = reereerrereereed| ROOT GTE CyberTrust Global Root 81372018 Secul
b 7] Certificate Enrallmer] CalMicrasoft Authenticode(trr) Ro...  Microsoft Authenticodeitrn) Root..  12/31/1999 Secut
b 7 Srart Card Trusted f ElMicrosoft Root Autharity Microsaft Root Authority 1243172020 <Al
B M3 Sl Microsoft Root Certificate Auth..  Microsoft Root Certificate Authari..  5/9/2021 <Al
B ] Trusted Devices _._:J Microsoft Root Certificate Auth...  Microsoft Root Certificate Authori,.,  6/23,/2035 <Al
. I '“I\ll-fph Hpnistinn S hd (.-.lM‘lrrn<nH‘ Ront Cerificate Auth  bicrnsnft Ront Cedificate Suthari 3027/203R (32\. e

Add a certificate to a store

11. Select Next to continue to import certificates using the Certificate Import Wizard.
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Welcome to the Certificate Import Wizard

This wizard helps vou copy certificates, certificate trust lists, and certificate revacation
lists From yvour disk to a certificate stare,

& certificate, which is issued by a certification authority, is a confirmation of wour identity
and contains information used ko protect data or ko establish secure networl:
conneckions. & certificate store is the system area where certificates are kept.

Skare Location

() Currenk User

(®) Local Machine

To continue, click Mesxt,

12. Click on the Browse button to locate the recently downloaded certificates.

File to Import

Specify the file you wank to import,

File nanne:

| | Browse...

Maoke: More than one certificate can be stared in a single file in the Following Formats:
Personal Information Exchange- PKCS #12 (. PFX,.P12)
Cryptographic Message Synkax Standard- PKCS #7 Certificates (.P7E)

Microsaft Serislized Certificate Stare {L55T)

SP-00000-001_v01.0/.] 83



Building Citrix XenDesktop 7.6

13. Locate the certs folder where you recently extracted it from the download.zip.
Select All Files (*.*) file type and then select the first certificate .0 file. Select Open

to choose this certificate file.

14. Select Next to continue.

File to Import
Specify the File wou want to import,

+ |_L| <« Local Disk (C) » certs v O | | Search certs P |
Organize »  Mew folder =~ [0 @
¢ Fawarites Marme - Date rmodified Type
B Cesktop D S0e55146.0 AAF2M5 TP OFile
| Downloads D S0e50146.40 AT 205 751 P ROFile
5l Recent places
1 This PC
f' [Wetwrark
[<] [T [ >
File name: | v| |AIIFiIes [y v|
| Open | | Cancel |

File name:

Cilcerts\50e59146.0

| | Browse. ..

Microsoft Serialized Certificate Store {.55T)

Maoke: More than one certificate can be stored in a single file in the Following Formats:
Personal Information Exchange- PECS #12 ([ PFX,.P12)

Cryptographic Message Syntax Standard- PKCS #7 Certificates ( P7E)
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15. Select Next to continue with importing the certificate into the Trusted Root
Certification Authorities.

Certificate Store

Certificate stores are system areas where certificates are kept,

Windows can automatically select a certificate store, or wou can specify a location For
the certificate.

() Automatically select the certificate store based on the kype of certificate
®) Place all certificates in the Following store

Certificate skore:

Trusted Root Certification Authorities | | Browse. ..

16. Select Finish to import the certificate.

Completing the Certificate Import Wizard

The certificate will be imported after wou click Finish,

‘You have specified the Following settings:

Certific: | Trusted Foot Certification Autharities
Conkent Certificate
File: Name Ciicerts\50e59146.0
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17. Select OK to close the notice that the certificate was imported successfully.

Certificate Import Wizard -

o The importwas successful,

Ok

18. Repeat to import process for the vSphere Web Services SDK certificate on the
second certificate .r0 file extracted from download.zip.

19. Close the MMC window.

20. Select No, to not save console settings.

6.4 USING CITRIX STUDIO TO PERFORM SITE
SETUP

Use the following procedure to configure Citrix Studio which will be used to manage the
XenDesktop 7.6 deployment:

1.0n the Start Menu search for and select Citrix Studio.

Citrix License Administration Co..

Citrix Simple License Service

Citrix Director

Citrix Studio NEW

Citrix StoreFront NEW

Citrix Scout NEW

2.Select Yes to agree to the User Account Control prompt if displayed.
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(()“] Do you want to allow the following program to make

<" changes to this computer?

Program name:  Citrix XenDesktop

File crigin: CO/DVD drive

Verified publisher: Citrix Systems, Inc.

Building Citrix XenDesktop 7.6

() Show details

Yes ‘ | Mo

Change when these notifications appear

3.Under Site Setup, Select Deliver applications and desktops to your users.

= Citrix Studio.
Fle Action View Help
e 2w Bim

Cansole Raot
H Citree Studio
0 Citrox Storefront

Welcome to Citrix Studio
She seup
Deliver applications and desktops to your users

Remmate PC Actess

Enable your users to remotely access their physical machines

Sealr yeu deplyment

Connect this Delivery Controller to an existing Site

If you have not joined the server to the domain you will not be able to run the Site setup
process. The following message will be displayed. If you have received this error, uninstall
XenDesktop, join the server to the domain and reinstall XenDesktop before continuing.

o This machine is currently not joined to an Active Directory domain. To use Studio on this machine, join the machine to a domain.

If you are logged in as a local user rather than a domain user you will not be able to run the
site setup process. The following message will be displayed.

o The current user does not appear to be the member of an Active Directory domain. Studio cannot be run by a local user,

4.0n the Site Setup: Introduction screen. Enter a site name, and select Next to

continue.
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Studio Introduction

B You have twa options when creating a new Site. The simplest option is to automatically
Introduction create a fully configured, production-ready Site. The second, more advanced option is
to create an empty Site, which you must configure yourself.

Databaze

Licehsing | What kind of Site do you want to create?

Lonnection ®a fully configured, production-ready Site (recommended for new users)
Rethval: () An empty, unconfigured Site

Storage

App-V Publishing Site name:

Summary ISiteLocationNamﬁ I

5.For a single server deployment accept the default settings of *.\ SQLEXPRESS’ and
the Database Name as stated. For a multi-server deployment with SQL Server
2008 R2 or newer enter the appropriate Database server location and database
name. Select Test Connection to verify the database server connection.

Studio Database

The database stores all Site configuration, logging, and monitoring data.

] Database server location:

+ Introduch
" | AsQLEXPRESS |

Database
. . Database name:
Licensing
‘ CitrixSiteLocationName ‘ [ Test connection...
Connection
Network If you do not have permission to edit this database, generate a script to give to your database

administrator.

Storage
Generate database script.. | (Optional}

App-V Publishing

Summary

6.If the database was not found on the database server you will be prompted to create
the database automatically. Select Ok to continue.
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Mo database was found on the database server.

Click OK if you want Studio to create the database
automatically.

If your Studio user credentials do not include the required
server/database role permissions, and you configured SQL
Server to allow access to a Windows user account with
required permissions, you will be asked for those credentials.
(wWindows authentication is required; you cannot authenticate
if you configured an explicit username and password on the
SQL Server.)

Alternatively, if you would prefer to use the database schema

to create a database, click Cancel.

0K

Cancel

Building Citrix XenDesktop 7.6

7. A notice will be displayed that the database connection passed. Select Close to

continue.

o All database connection tests passed.

8. Select Next to continue.

9.0n the Licensing dialogue, accept the default settings which will Use the free 30-

day trial. Select Next to continue.
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Studio

+ Introduction
+ Database ‘
Licensing
Connection
Network
Storage
App-V Publishing

Summary

Building Citrix XenDesktop 7.6

Licensing
License server address: “o:alhosi:Z?OOO IE [ Connect
Connected to trusted server
View certificate
I want to:

(®) Use the free 30-day trial
You can add a license later,

() Use an existing license
The product list below is generated by the license server,
There are no suitable licenses on your license server. You can

allocate licenses using your License Access Code or you can add
licenses from your network.

Allocate and download.., | | Browse for license file...

10. Enter the vCenter Web Services SDK url, User name, password and a Connection
Name. Accept the default for Studio Tools (Machine Creation Services). Select
Next to continue.

Studio

+ Introduction

+ Database
+ Licensing ]
Connection

Resources l
Storage

App-V Publishing

Summary

Connection

Select a Connection type. lf machine management is not used (for example when using physical
hardware), select 'No machine management.’

Caonnection type: [ Widware vSphere ® T I
Connection address: | hitps:/ TXTVMWFTWOD vt nvidialat)isdk |
User name: ‘ Administrator@vspheralocal |
P d |
Connection name: ‘ ConnectioniName |

The Connection name appears in Studio; it helps administrators identify
the Connection.

Create virtual machines using:

() Studic tools (Machine Creation Services)

() Other taols

If you receive a certificate error, ensure that you have imported the vSphere Certificate,
and vSphere Web Services SDK certificates into the Local Machines Trusted Root Certificate

Authorities.
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o Cannot connect to the VCenter server due to a certificate error,
Make sure that the appropriate certificates are installed on the
WCenter server, and install the appropriate certificates aon the
following machines:

localhost

Learn mare

11. Enter a Resource Name for the connection to vSphere. Select Browse to select a
cluster for new virtual machines.

Studio Name for these resources:

ResourceMName

« Introducti
ntroduction Cluster

¥ D Select a cluster for the new virtual machines,

+ Licensing |

‘[ Browse... ]

« Connection

Resources Select one or more networks for the virtual machines to use:

Storage i Name + |
App-V Publishing |
Summary ‘

Back W Cancel

12. Expand and Select the cluster you want to provision virtual machines into. Click
OK to Continue.

SP-00000-001_v01.0/.] 91



Building Citrix XenDesktop 7.6

Select a cluster

w = XENTest

13. Select the Network that you wish the virtual machines to use. Select Next to
continue.

Studio Name for these resources:

ResourceName

+ Introduction Cluster

¥ Datzbase Select a cluster for the new virtual machines.
« Li i F ;i
g [1022221267 |EBrowse.. ]
+ Connection
Resources Select one or more rks for the virtual machines to use:
Storage _ ‘ R I
App-V Publishing ¥ VM Network

Summary

14. Select a Datastore in which to store the virtual machine files and any personal
vDisks. Select Next to continue.
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Studio

+ Introduction

¥ Database

+ Licensing

+ Connection

+ Resources
Storage
App-¥ Publishing

Summary

Storage

Select one or more storage devices for the new virtual machines:

Name

@ datastored
D datastore]

Personal vDisk storage (Desktop OS only):

@ Use same storage for virtual machines and Personal vDisks

O Use different storage for Personal vDisks

| Select storage... {None selected)

Learn more

15. Accept the default of No radio button on the App-V Publishing dialogue. Select
Next to continue.

Studio

+ Introduction
+ Database
+ Licensing
+* Connection
+ Resources
+ Storage
App-V Publishing

Summary

App-V Publishing

Do you want to add an App-V
@ No
O Yes

App-V management server:

htips/MyManagementServer.example.com:81

App-V publishing server:
hiipy/MyPublishingServer.example.coni:82

Test connection..,

server to this deployi

16. Select Finish to complete the Site Setup.
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Studio Summary
-
Site name: SiteLocationName ]
Vb ton Database server: ASQLEXPRESS
Database name: CitrixSiteLocationName
+ Database
License server: localhost:27000
+ Licensing
Connection type: VMware vSphere®
¥ Carinection Connection address: https://tvmwftw01vt.txt textron.com/sdk
+ Resources | Connection name: ConnectionName
+ Storage Create virtual machines with: Studio tools (Machine Creation Services)
+ App-V Publishing Metworks: VM Network
Summary Wirtual Machine storage: datastored L]
Personal vDisk storage: Use same storage as Virtual Machines
Annh Mot senfimrad 1

Would you like to help make the product better by joining the Citrix Customer Experience
Improvement Program? Learn more

(®) Ves, Send anonymous statistics and usage information.

C' No. You can join later,

17. Select Test Site Configuration to verify everything is configured properly.

File Action View  Help

@ 2w @

1 Cortole Root |
4 [ Ciaric Srudio (Seelacat
O Saarch |
= Maching Caalogs o *
£ Deinveey Geoups ~ | Refresh
I3 Palicaes [ H Hel
# Logging . P
« @ Corfigurstion Site Setup

citrix

a
i Controllers 65 15 361 Up andl deploy yeur vintual desktop

= Hotting
Fu Licarsing
R swufiont || compuaton
2k Aps- Publishs
B G SoreFront h]
° f ﬂ Test site configuration

Set up machines for desktops
2 and applications ar remate PC
access

18. Select Show Report to view any warnings or failed tests. Select Close to exit the

Site Configuration Testing dialogue.
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Site configuration testing is complete.
I ——

v 194 successful tests
0 warnings

@ 0 failed tests

6.5CONFIGURING CITRIX LICENSES SERVER

Use the following procedure to configure the Citrix XenDesktop 7.6 Enterprise license:

19. Open Citrix Studio on the XenDesktop server. Expand Citrix Studio and
then expand Configuration on the left hand pane. Select Licensing to
display the Actions menu on the right pane. The currently allocated
licensing will be displayed in the center pane.

Fie Action View Help
+=» z[E 0@
1 Console Raot |
o[ Citric Stucka (Stel ocationblame) |
O search
= T— [ Acvor | Powsisre
B, Dlsmry Gonusp | < | & Retresh
= Policiee MNe
L Logging - e
« B Corfiguestion Site Setup
& Admanirtars Frilcw these steps fo st o dhe bual et infrantruch
H Contailers o These stepn 1o set up and deploy your wirtusl PRI .
™ Hosting
¥4 Licenzing I
B stareFront Configurition
(i App-Y Publiching
b 53 Conx Stoesfront

(] Bl Testsite configurs

Machine Catalogs

2 Set up machines for desktops and
applications or remote PC access

20. Select Add Licenses from the Action pane.
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] Canrole oot

b

PR CiTR|X
L Search
B Machine Catalogs &a License Adeinistration Console
B8 Doy Broups BR Allocate Liceried
Sive Overview [ AddLicenser
B Change Licenss Sanver
@ Required product licenses are not installed. Show detaibs ¥ [ Fdin Product Fdition
License use Viem L4
] - & Refresh
B sxarefront ! Hl
(i Appev Bublishing @
b BE Cotvx ureFront Site infarmation
it Sitelacatiansme Eitian: HenDeuktop Platinue (0.
Server. L "
Pt 27000 Reguired 5.4 date: 20140815
Licenses
| Prosuct + | woce oo Date | Sosengion. | Type | Cusnury

21. Browse the file system on the XenDesktop server to where you previously saved
the lic file downloaded from you're Citrix My Account. Select the file, and then
click Open button to continue.

(€ = 1| » ThisPC » Local Disk (C) » v ¢ | | search Local Disk (Cy P
Organize =  MNew folder = -~ M @
it Favorites Marne Date rnodified Type
B Desktop L ocerts AF2015 751 P File folder
,j. Dowenloads L inetpub 4162015 1044 P File folder
(E Recent places L Perflogs 872272013 B52 A File folder
| Prograrm Files A7/2015 AT PR File folder
18| This PC L. Prograrm Files (<86 A7 2015 7T P File folder
L Users A17/2015 540 PR File folder
f' Metnark L ind owes AAF205 T8 PM File folder
| || FID_5ecff173_14c6a747cf2_1b03.)ic AAF2015 @31 P LIC File
[<] [T [ [>
File narne: |FID_Secf‘f‘I?3_14cﬁa?¢1?cf2_1bUQ.Iic v| |LIC files (*.lic) v|
| Open | | Cancel |

22. Select Yes to confirm to add the license file selected.

9 Are you sure that you want to add the license file C:

WFID_ 5ecff173_14c6a747cf2_1h04llic ?
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23. The license will be displayed in the center pane of the license screen.

File  Action  View Helg
4 = 2[m] B[]
_] r-u;nnlr.lm.ul

{3 Search
= pachine Comlogs
B Delvery Groups
[ Policies
- Logging
4 @ Configuration
B, Adrinitratce
[ Controliess
& posting
£ Licensing
[ RoreFrant
L 2pp v Publihng
v KL Citene Shorefront

4 B Citere Shudio (SreLocamonName)

Lscemsing Cverviem

Site Overview

i Licenses are about to expire.

License use

Site information

Site: SHrlocaticnName Edibon: KenDeiktop Platinum
S T L i

Pore 2rom. Regured S4 dave: 20040818

Licenses

e e e ]
Citrix XenDesitop P, UserDevi 71600, @ 01504 @ b 5 =
Citron XenDesktop £ Conturent 71600 @ 2masd. @ Bebe. 9

Citrix XenDesktop V.. UserDev.. /1620 @ 200504 @ Bol. %

Aetions

£ Licenie Adeninistratssn Consale

Bl Allocate Licenies

[ig AddLicenses

HR Change Licerse Serves

[E# Edit Product Edtion
View

& Rafeeh

B Hep

6.6 VERIFY CITRIX STOREFRONT

CONFIGURATION

Use the following procedure to verify the Citrix StoreFront configuration:

1.0Open Citrix Studio on the XenDesktop server. Select Citrix StoreFront from the
left pane. Select View or Change Stores to continue to the Store dialogue.

File dction View Help
« = n(m @

1 Consale Moot

£ sranen
B Muchone Catalugs
B Devery Groups
[ Paticies
' Logging
4 B Configuntion
B administrators
[ Conkroliers
= Honting
o Litenting
2 Sorefront
Lk App-V Puishing
o (B G Seoeefront

4 B Citrix Budio (SiteLocationbame)

View or Change Stores
A delivery controllers, change th nd

Create a Store
Craate a new stare to delyer peliuerice apphcations, data, and dedkiops b your usar.

1 the stores.

2.The center pane should display information about the currently configured Store.
Note that the status of the StoreFront is using HTTP not HTTPS.
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File Action View Help
+=| 2(m B
1 Consele Root | Actinem
4 3 Citrix Suadio (bl o stionblame) CITI'I!X T "
O Search |
= Muchine Comslogs | | Create Store
%nu’m-,sroup‘ | Stoce Senice = Create Sove for Unatherticats..,
Palicies : L
W Loggiva Epart Multi-Stere Provisioning ...
a B Corguration Vi K
B Adrinatrators G Refresh
B Contrallers B re
% Hostng I 3
B e i | StoreService. &
2D Steaefront Store Service
[ App-V Publisking Hide Store
4 T3 Citeex Soaefront O Musiagge Dy Caritrilles
g’ mi{:‘: Ensble Remite Access
Busths "
S Aitimniicatad: = Disable Urer Subseriptians
Racenver far'Web Subreriptions Enablest o5 It grate with Ciris Onling
B NetScaler Gateway URL: - fxttmt (Citrix/Stone Epaet Prowitioning file
Beacon
¥ dencors Canfigure Kerberos Delegation
Status Configurs Xendipp Senices Sup...
Remurve Stare
Ak StoeeFront using HTTP nat HTTPS, B e
< [ 3

3.Select Receiver for Web from the left pane. Make note of the Website URL that is
displayed on the center pane. This is the Citrix Web Receiver url and will be used
to login to XenDesktop from a web browser.

File  Action View Help

«=| nw B

£ Consals Reot I .
4 B Citrie Sudio (SiteLocationtiame) | IASLLE 1S
£ seanch
B Mackone Catalogs
B, Detevery Groups
Pakicies
L Logging
+ @ Corfiquration
I, Adeministasters
B8 Contrallers
= Hosting
Ja Lizeniing Al Skt WAB:
D Roreiront Store Web Receiver i
Loy Awp-V Pusblishing Chamge Stoee
4 B3 Citrie Soeefront Overview Set Session Timeout
[ES Terver Group Citetx r
2 futhentcabon Websine LRL: i bt
a1 Ermane Wehiite
B Stores Store Stoee Serviee
[ Recercer for Web Store URL: tpe v w0ttt textron. com/ Citrix, Stere. B Hep
2 NetSoaler Gateway Store Autherticated: Ves
¥ Biveois Authentication Methesds:  User name and password

Status.

i SeoeeFroen g HTTP ot HTTFS.

4.This completes the initial setup of XenDesktop.

SP-00000-001_v01.0/.] 98



Chapter 7.
BUILDING A VGPU VSPHERE HOST

CLUSTER

This section covers adding logical organizational units in vCenter to cluster hosts and
manage them under a data center object. This is especially important for distributing
vGPU-enabled desktops across clustered vSphere hosts with NVIDIA GPUs.

7.1 ADDING VSPHERE HOSTS TO MAKE A
CLUSTER

To make a cluster you first create a Datacenter, then a cluster inside that cluster, and
finally add hosts to the cluster. Then the hosts can be managed in a group.

7.1.1 Creating a DataCenter in vCenter

1.Log in to vCenter Server’s vSphere Web Client and click on Home.

NVIDIA CONFIDENTIAL
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vmware: vSphere Web Client  #= U | Administra HERE.LOCAL ~
' Navigatar % | EJ production | Actions =

e —

4 Home O J Getting Started ‘ Summary  Monitor  Manage Related Ohjects

| @ 8 e '
B What is a Cluster?

N | @ Actions - veenterappf.nvidia lab 7 )
-, Aclusteris a group of hosts, Yehen you add a

hostto a cluster, the host's resources | s
7 Mew Falder hecome s part of the cluster's resources, The o
- II cluster manages the resources of all hosts
f’ Deploy O%F Template.. within it. Clust Virtual Machines
uster
Export Systern Logs Clusters enable the wSphere High Availability
(HA), the vSphere Distributed Resource
@ Azzign License... Scheduler (DRE), and the Yitual AN WEAN)
gaolutions.
Settings Host
Tags »
Add Permission...
L ‘ Datacenter
Alarms » e

vCenter Server

vSphere Client

2.0n the resulting pop-up, enter a name for the new Datacenter, and click OK:

New Datacenter 2 »
Datacenter name: IPSG I
Location: [ veenterappB.mvidia.lab

[ OK ] [ Cancel

7.1.2 Creating a Cluster in the Datacenter

1.Right click on the Datacenter object, then on the menu that pops up click New

Cluster...
vmware* vSphere Web Client  #= U | Administrat
| Navigator .l.\| [ PSG | Actions +

% —_—

4 Hormne D Getting Started ‘ Summary  Monitor  Manage  Related Objects

J, ] = a ) ‘
~ [Fvcenterappf.rwidia lab What is a Datacenter?

mary cantainer of
Actions - PSG as hosts and virtual

‘E Add Host, atacenter, you can add
ohjects. Typically, you

Virtual Machines
dclusterstoa

Mew Folder » Clus:er/:" : e,

Distributed Switch ¥ tain ruftinle (-"

Iews Virtual Machine » Mpanies might use e L . .

aJrepresent ~ .
H8] Newwapp fram Library... their enterprise ] Host \_,
@ Deploy OWF Template... - -
~ . /"
Storage » —_
i . \‘| Datacenter

Edit Default WM Compatibility.. vCenter Server

42 Wigrate WM to Another Metwark. vSphere Client

Move To...

2.A pop-up appears, enter the name of the new Cluster and click OK:
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%7 New Cluster

MNarme
Lacation
» DRS
» vSphere HA
» EVC

» Wirtnal SAMN

|F‘rnductmn|

fq PSG

[ Turn oM

[ Tum oM
Disahle

[ Turn oM

OK Cancel

3.You should now have a logical organizational structure of at least a cluster in a
datacenter. In our lab we used two clusters in a datacenter, one for management,

the other for production VDI

7.2ADDING VGPU HOSTS TO A CLUSTER

To create a VGPU Cluster, just add VGPU enabled hosts to your virtual desktop cluster.
This cluster must only contain hosts that have NVIDIA GPUs that support NVIDIA
GRID VGPU. This is required in order to support better distribution of resources for

VGPU.

This chapter covers VGPU profiles and considers in choosing them for your needs

including:
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» List of available VGPU profiles

» Matching profiles to user needs

Selecting vGPU Profiles

8.1 THE ROLE OF THE VGPU MANAGER

vGPU profiles assign custom amounts of dedicated graphics memory. NVIDIA GPU

Manager assigns the correct amount of memory to meet the specific needs of each user.
Every virtual machine has dedicated graphics memory (just like any desktop or laptop
device), thus ensuring that it has the resources needed to handle the expected graphics

load.

NVIDIA vGPU Manager allows up to eight users to share each physical GPU by
assigning the graphics resources of the available GPUs to virtual machines using a
balanced approach. Each NVIDIA GRID K1 card has four GPUs, allowing up to 32 users
to share a single card, a GRID K2 has two GPUs allowing up to 16 users per card.

8.2THE FULL LIST OF VGPU PROFILES

The profiles represent a line up of virtual GPUs, varying in size of frame buffer memory
and number of heads. The division of frame buffer is what defines the number of users
possible per GPU with that specific profile, while the number of heads defines the
number of displays supported. Max resolution is consistent across all the profiles.

Table 8-1.  NVIDIA GRID vGPU Graphics Memory Options
NVIDIA | Virtual Max Max
GRID GPU Application | Graphics | Display | Resolution | Max Users
Board | Profile | Certifications | Memory |per User| per Display| per Board Use Case
GRID K2 | K280Q YES 4,096 MB 4 2560x1600 2 Designer
K260Q YES 2,048 MB 4 2560x1600 4 Designer/Power User
K240Q YES 1,024 MB 2 2560x1600 8 Designer/Power User
K220Q YES 512 MB 2 2560x1600 16 Power User
GRID K1 K180Q YES 4,096 MB 4 2560x1600 4 Power User
K160Q YES 2,048 MB 4 2560x1600 8 Power User
K140Q YES 1,024 MB 2 2560x1600 16 Knowledge Worker
K120Q YES 512 MB 2 2560x1600 32 Knowledge Worker
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8.3WHY THE “Q” ON THE PROFILE?

Like the NVIDIA Quadro cards for professional graphics applications, the vGPU profiles
ending in Q undergo the same rigorous application certification process as those -class
processors. As a result, you can expect 100% compatibility and performance with your
applications, and ISVs requiring Quadro can certify against the GRID vGPU profiles as
well. For a list of certified applications, visit www.nvidia.com/gridcertifications.

8.4MATCHING PROFILES TO USER NEEDS

As stated earlier in the deployment guide, you need to define your user needs and
match them to available NVIDIA GRID VGPU graphics card profiles.

If we take the three example Revit user use cases and their computing needs defined
earlier, we can now match the video RAM and display needs to desired GRID VGPU
profiles. Your settings may vary, adjust to best meet your user needs. See below:

» Entry Level Engineer / Design Reviewer
e 4 GBRAM
e 4 VCPUs (2.5 GHz)
e 1 GB video RAM - K240Q or K140Q
e 2 2560x1600 displays

» Mid Level Engineer
e 8 GBRAM
¢ 4-8 VCPUs (2.5 GHz)
¢ 2 GB video RAM - K260Q or K160Q
o Up to 4 2560x1600 displays

» Advanced Engineer
e 16 GB RAM
e 8 VCPUs (2.5 GHz)
e 2-4 GB video RAM - K260Q - K280Q
o Up to 4 2560x1600 displays

8.5POWER USER & DESIGNER PROFILES

Prior to NVIDIA GRID it was impossible to move your most demanding end users into
the data center. They were essentially denied mobility, ease of management, data
centrality and security, disaster recovery protection, and the rest of the benefits of
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virtualization. These users were chained to their workstation, which was chained to a
desk. vDGA pass through and other solutions were developed that allowed remote
workstation access, but with a 1:1 ratio the costs were high and no resource pooling
efficiency was gained. Now multiple workstation users can be placed on a single host,
even combined with other less demanding users to increase density. Suddenly there
were choices when designing a solution.

The key to picking a profile for these users is compatibility and performance.
Leveraging the NVIDIA platform, built of proven software and hardware, means you
can expect the same high quality experience you, and your key design application,
expect from certifying with and using NVIDIA Quadro.

If your users leverage physical GPUs in the range of a K600, then adding K1 cards and
then adjusting profiles based on frame buffer requirements allows you the flexibility and
density to meet the performance needs of these user groups. If your application
demands the highest performance then the K2 with its K5000 equivalent GPU allows
you to adjust frame buffer without sacrificing that performance.

Start your profile selection by looking to your primary application’s requirements. The
software vendors work hard certifying their application will perform well if the right
hardware and software is used. Using those requirements, select the appropriate
Quadro certified vGPU profile to meet your end user’s needs. To understand more
about the graphics requirements of your applications, consult your application vendor.

8.6 KNOWLEDGE WORKER PROFILES

No user wants a flat, boring experience from their apps and desktop. Application
developers know this and continue to increase the rich visual experience when
interacting with their applications. While obvious with 3D applications for design or
drawing, even the apps used across the vast majority of end users now leverage
graphics to one degree or another. These include the underlying operating system’s
desktop, such as Windows 7 with Aero enabled, and Windows 8.1 takes that to a higher
level. Users expect rich web content such as Adobe Flash or HTML 5, better video
playback, or the full interactive experience of Microsoft Office (PowerPoint, Excel,
Word) with embedded graphics, charts, animation in presentations, etc. The latter, and
specifically Microsoft Office 2013, has a check box to enable its ability to leverage
graphics hardware (GPU) acceleration.

The Knowledge Worker application workload is filled with subtle graphics we take for
granted and miss when not present. Adobe PDF adds shading effects to the text in a
document, giving it a rich, high quality appearance. When you scroll a document you
expect the text to smoothly move up or down so you can easily scan the content. The
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same goes for web pages. Take these effects away from an end user and their adoption
of your solution is impacted.

8.7K280Q & K180Q PROFILES VS VDGA

With the addition of these two profiles, each assigned the full 4GB of Frame Buffer
memory assigned to a GPU, you no longer have to pull valuable GPUs out and manage
them separately as assigned with vDGA. Now you can manage all your user groups,
from high density Knowledge Workers needing the rich and responsive experience of
512MB of frame buffer and access to a shared K600 equivalent GPU (K120Q), to the most
demanding of workstation end users needing 4GB of frame buffer and access to a full
K5000 equivalent GPU (K280Q). When needs change, just shut down your virtual
desktop and assign a new profile, which is far more simple than having to shut down a
physical machine, change the PCI card, reboot a physical machine.

8.8LEGACY PROFILES

The GRID K100 and K200 GPU profiles were originally designed for the lighter graphics
workloads associated with the applications that knowledge workers and power users
use most of their time. They were based on what was typically seen for GPU and frame
buffer at the time. As the graphics needs of even basic apps continues to increase, plus
the benefit of a Quadro certified driver, the K120Q and K220Q profiles have replaced the
100 and 200 profiles.
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Chapter 9.
APPLICATION BASED VDI HOST SIZING

EXAMPLE - ESRI ARCGIS

9.1HOW MANY USERS CAN I GET ON A HOST?

Using one application, ESRI ArcGIS Pro, a typical dialogue with a customer often
sounds like this...

Customer: How many users can I get on a host?

NVIDIA: What is their primary application?

Customer: ESRI ArcGIS Pro.

NVIDIA: Are they primarily 3D or 2D data users?

Customer: 3D mostly.

NVIDIA: Would you describe them as light, medium, or heavy users?
Customer: Medium to heavy.

NVIDIA: Power users to designers then.

Customer: I need performance AND scalability numbers that I can use to justify the
project...

NVIDIA CONFIDENTIAL
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9.2 AN EXAMPLE APPLICATION: ESRI ARCGIS
PRO

ArcGIS Pro is a premier application for GIS mapping visualizing, editing, and analysis.
It requires a GPU, and creates heavy CPU load that needs to be considered in
architecting your vGPU solution. The size of your map data, the concurrency of your
users, and the level of interaction with 3D data need to be factored into defining your
user groups. ESRI classifies its users as follows:

User Classification Matrix

NVIDIA User

Classifications | Knowledge Workers Power User Designer
ESRI User Light 2D | Medium | Heavy 2D | Light3D | Medium | Heavy
Classifications 2D 3D 3D

Given they are the most graphics intensive users, we focused our tests on the designer
and power user groups. Based on our findings, NVIDIA GRID provides the following
performance and scalability:

ESRI ArcGIS Pro 3D

Users per Host Server

ESRI Heavy 3D ESRI Medium -

Peak Workload Heavy 3D Workload
1 OUserS NVIDIA GRID K2 1 6USer5
K240Q Users K240Q Users

4vCPU - 6GB RAM 4yCPU - 6GB RAM
CPU: Dual S Lﬁbthgg(:ih /12
: al >ocket 5. core
ual Sacket 3.00hz POWER USERS

GPU: 2 NVIDIA GRID K2 cards
10G Core network
iSCSI SAN: -25K max IOPS
VMware vSphere 6
VMware Horizon 6.1 w/ vGPU
Tested 2/2015
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9.3APPLICATION BASED SIZING

This section contains an overview of the testing, the methodology, and the results that
support the findings in this deployment guide. We also detail the lab environment used
to test the contents of this guide.

First we look at the specifications of a physical workstation build based on the
recommendations of the ISV.

9.4TYPICAL PHYSICAL WORKSTATION

The ISV’s website traditionally details a recommended hardware specification, and
while a physical workstation is a dedicated solution very different from the shared,
flexible solution of VD], it provides a good starting point to architect your virtual
desktops.

9.4.1 Recommended system requirements

From ESRI's ArcGIS product page:

CPU speed Minimum: Hyperthreaded dual core*
Recommended: Quad core*

Optimal: 2x hyperthreaded hexa core*
Platform x64 with SSE2 extensions

Memory/RAM Minimum: 4 GB
Recommended: 8 GB
Optimal: 16 GB

Display 24-hit color depth
properties

Screen resolution  1024x768 recommended or higher at normal size (96 dpi)

Visualization The temporary visualization cache for ArcGIS Pro can consume up to 32 GB of
cache space, if available, in your user profile location.**
Disk space Minimum: 4 GB

Recommended: 6 GB or higher
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For the test we key on recommended specifications when feasible. The goal is to test
both performance and scalability, to maintain the flexibility and manageability
advantages of virtualization without sacrificing the performance end users expect from
NVIDIA powered graphics.

9.5UX - THE VDI USER EXPERIENCE

To define user experience (UX) requires defining elements of application and user
interaction. This can be obvious like the rendering time for an image to appear, or to
smoothly pan across that image, or more subtle like the ability to smoothly scroll down a
page, or the “snappy” reaction for a menu to appear after a right click. While elements
such as these can be measured, the user’s perception is much harder to measure.

Users also add variables like “think time”, the time they spend looking at their display
before interacting again with the application. This time offers an advantage to the
underlying resources, such as CPU, as it allows tasks to finish, processes to complete,
and is even more beneficial in a shared resource environment such as VDI where one
user “thinking” frees up resources for another user who chose that moment to interact
with their application. Now factor in other “time” away from the application (meetings,
lunch, etc.) and one could expect to get more such benefit to shared resources. The
benefit equates to more resources for the user’s session, typically a more responsive
application, and thus a better-perceived experience by the end user.

9.5.1 ESRI Benchmark Metrics

ESRI provides an API that when loaded allows the gathering of user experience (UX)
metrics during benchmarking. ESRI, as the ISV, knows their product best and defines
great user experience as the combination of the following metrics:

» Draw Time Sum: Consists of the sum of time taken for all of the benchmarks to fully
draw, this was defined by ESRI to be acceptable up to 45 seconds, less time would be
a better UX, but more would be a worsening UX.

» Frames Per Second (FPS): ESRI stated that 30FPS is what most users perceive as a
good UX, 60 is optimal but most users do not see a significant difference.

» FPS Minimum: ESRI stated that a drop below 5-10FPS would appear to an end user
that the drawing had stopped or “frozen”.

» Standard Deviation: This would represent the number of tests that were outside the
average of the others, typically representing a faulty test. Values should be <2 for 2D
and <4 for 3D workloads.
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After initial testing it was clear that Draw Time Sum would be inside its acceptability
threshold if the other three metrics were also inside their respective metrics. This gave
us a single value to track, and then validate the rest of the results were within acceptable
ranges as well.

9.5.2 Real life experience verses benchmarking

Our goal is to find the most accurate possible proxy for testing, but this is still not the
same as real users doing real work on real data. The NVIDIA GRID Performance
Engineering Labs is committed to working with customers to find more and better
models, and field confirmation of findings.

9.5.3 The importance of eyes on!

Its important to view the tests to be sure the experience is in fact something a user
would enjoy. We discovered that the initial tests did not contain panning, or
“Navigation”, something that users do on a common basis. In adding this functionality
to the “Heavy 3D + Increased Think Time” tests resulted in a drop from the maximum
16 users down to 12.

9.6 TESTING METHODOLOGY

To ensure you will be able to reproduce our results, we have deliberately chosen a peak
workload and run simultaneous tests. Meaning all testing virtual desktops are doing the
same activities at the same time, a “Peak Workload” that should be unrealistic of real
user interaction but shows the number of users per host when extreme demand is put on
the shared resources. This gives us one end of the spectrum.

In the case of ArcGIS, we focused on rendering pipeline (DirectX 11 based) to determine
the impact of GPU on performance on scalability. OpenGL testing will be covered in
future guides.

These tests did not focus on analytics, as this is more impactful on networking
(assuming remote data) and CPU. We intend to test analytics operations in the future.
Given ArcGIS Pro is synchronous you can render while running analytics in the
background. The impact of this will need to be tested.

» Sample workload: ESRI provided their “Philly 3D” workload for us to test with.
This test is described by ESRI as representative of a “heavy 3D” map.

» Rendering vs Analytics:
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Scripting: ESRI provided scripting designed to run the application through several
benchmarks. In later passes we added panning (“Navigation”) to the script to better
imitate end user behavior when viewing a map.

Think Time: The ESRI script allowed for “think time” adjustment, we started with
the default of 2 seconds, then adjusted to 5 seconds, then tried 10, this to imitate time
a user might think before selecting another bookmark in the test.

Scalability: scripting also allowed for test runs of as many virtual desktops as
required. In general we run 1, then 8, then 16, to get a baseline of results and
accompanying logs (CPU, GPU, RAM, networking, storage IOPS, etc.).

9.7RESULTS OVERVIEW

vCPU:

ESRI stated that ArcGIS is CPU bound, meaning it relies heavily on the CPU to
perform and this will be the shared resource most likely to bottleneck first. Based on
physical spec above we chose 4 vCPUs/virtual desktop to start, then tested with 6
and 8 vCPUs respectively.

0 Result: Our testing found 4 vCPUs performed the best based on the
benchmarks ESRI provided.

vRAM:

ESRI stated they are not RAM intensive, based on recommended specifications we
started with 6GB/virtual desktop. During testing we also tested with 4GB of RAM,
but this caused CPU spikes, we determined this was caused by the application
requiring 5+GB of RAM to load the “Philly 3D” dataset. Tests with 8GB of RAM per
virtual desktop did not produce improved performance. You should base the
amount of RAM on the needs of your actual workloads.

0 Result: For this workload >6GB of RAM is required.
GPU

ESRI states that a GPU is required for 3D workloads, we ran tests with servers
hosting either pairs of K1 or K2 cards. A test with the full GPU and all 4GB of frame
buffer, the K280Q profile, offered high performance but lacked scalability, limited to
4 virtual desktops in our two K2 host. We then tested with the K260Q profile and its
2GB of frame buffer, up to its maximum of 8 users (4/K2 card) it was still within the
metrics provided by ESRI. This meant there was room for more users if we lowered
frame buffer to 1GB via the K240Q profile. We also tried the K220Q profile and its
512MB of frame buffer, but this was too little VRAM and caused CPU swapping
impacting performance and scalability, and proved GPU is necessary.
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0 Result: For ArcGIS Pro performance AND scalability, the K240Q
profile was best.

» Storage

We used iSCSI attached SAN over 10G non-trunked networking. Our tests never
exceed ~25,000 IOPS.

0 Result: Clearly local spindle bound storage would have been a
bottleneck and impacted performance, the fast cache SAN handled the
IOPS load.

» Networking

We used 10G, and 1GB distribution, networking, at no time was networking a
bottleneck and results were unremarkable.

9.8RESULTS

The following are the full results of our testing. Beginning with a graph showing the
region of acceptability as a green bar, times above this region are a worsening UX, below
would be a better UX. Looking for both performance and scalability, as the line for the
profile moves above the region of acceptability this becomes the greatest scalability
while still within performance expectations. Its important to note that your users, your
data, and your hardware, will impact these results and you may decide a different level
of performance or scalability is required to meet your individual business needs.

0:04:19

0:03:36

0:02:53

0:02:10

0:01:26

0:00:43

0:00:00

I Region of acceptibility

ESRI ArcGIS: 3D

e K220q
8vepu/8GB

e K220q
8vCPU/6GB

A — — K220q

/<> 6vcpu 6GB RAM

K240q
8vcpu 6GB RAM

K240q
6vcpu 6GB RAM

K240q
< 4vcpu 6GB RAM

K240q
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 svepu 4GB RAM
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Detailed results:

1| 00465 52.25
8 1:22 39.33
K220q 9| 01:45.1 16.07 3.12 12.3
8vcpu/8GB 13 1:42 30.87
K220q 8vCPU/6GB 16 | 01:52.8 31.45 3.2 17.9
1| 00356 52.25 12.25
8 1:01 34.62 5.8 7.2
K220q 9| 01:07.8 31.87 4.87 13.32
6vcpu 6GB RAM 16 2:06 20.77 3.34 23.45
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Chapter 10.
CREATING YOUR FIRST VGPU VIRTUAL

DESKTOP

This chapter describes how to:

» Create and configure a virtual machine in vSphere

» Install Windows and VMware Tools on the VM

» Customize Windows settings

» Install Citrix Virtual Desktop Agent on the VM

» Adding the Gold Master image to the domain

» Adjust some additional VM settings and enable VM console access

» Enable the NVIDIA vGPU and finalizing the installation

10.1 CREATING A VIRTUAL MACHINE

These instructions are to assist in making a VM from scratch that will support NVidia
vGPU. Later the VM will be used as a gold master image. Use the following procedure
to configure a vGPU for a single guest desktop:

1.Browse to the host or cluster using the vSphere Web Client.

NVIDIA CONFIDENTIAL
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2. Right-click the desired host or cluster and select New Virtual Machine.
The New Virtual Machine wizard begins.

vmware® vSphere Web Client  ft=

Navigator X [ 103123501 | Actions ~

4 Home Lo)

Getting Started ‘ Summary | Monitor  Manage  Related Obje
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3.Select Create a new virtual machine and click Next.

4 Mew Virtual Machine

Select a creation type
How would you like o create a virtual machine?

1 Select creation type

2 Edit settings

2a Selecta name and falder

Deploy from termplate

2b Selecta compute resource Clone an existing vitual machine

2t Select storage Clone virtual machine o template

2d Selsct cornpatibility Clone termplate to template
Ze Selecta guest 05 Corwert template to virtual machine

2f Custamize hardware

3 Ready to complete

This option guides vou through creating a new virtual
machine. You will be able to customize processars, mermory,
network connections, and storage. You will need to install a
guest operating systern after creation.

Next Cancel

4.Enter a name for the virtual machine. Choose the location to host the virtual machine
using the Select a location for the virtual machine section. Click Next to continue.

1a1
¥ New Virtual Machine 2
1 Select creation type Select a name and folder
Specify 2 unigue name and target location
v 1a Select a creation type
2 Edit settings Enter a name far the vitual machine
aname and folder Workstation
2b Select & compute rasource Virtual machine names can contain up to 80 characters and they must be unigue within each vCenter Server WM folder.
2t Select storage Select a location for the virtual machine.
2d Select compatibility Q
2e Selecta guest 05 w [} weenterappB.nvidia lah
2f Customize hardware vPEG
Discovered virtual machine
3 Reatyto complete i Select a datacenter or VM folder to create the new virtual
¥ [ Management Vs e [
Back Next Cancel

5.Select a compute resource to run the VM. Click Next to continue. NOTE: This
compute resource should include an NVIDIA GRID K1 or K2 card installed and be

correctly configured.
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941 Mew Virtual Machine

2"
1 Select creation type Select a compute resource
Selectthe destination compute resource for this operation
v 1a Selecta creation type
2 Edit settings
Q
~  Ia Selectaname and folder
LR
b B Managerment
2c Select storage Producti
vl@ [oduction Select a cluster, host, vApp or resource pool to run this
2d Select compatihility wirtual raching.
2e Selecta guest 0S E 1031.235.12
[ 103123515
27 Customize hardware
3 Reatly to complete
Carmpatibility
0 Compatibility checks succeeded,
Back Next Cancel

6.Select the datastore to host the virtual machine. Click Next to continue.

¥ New Virtual Machine

1 Select creation type
v Ta Select a creation type
2 Edit settings

~  2a Selectaname and folder

v 2h Select a compute resource

2d Select compatibility
Ze Belectaguest 08
2f Customize hardware

3 Readyto complete

Select storage
Selectthe datastore in which to store the configuration and disk files

WM Storage Folicy: | Dalastore Default | 3K )

The following datastores are accessible from the destination resource thatyou selected. Select the destination datastore for the
virtual machine configuration files and all of the vitual disks

Hame

Capacity Provisioned Free Type Starage DRS

3 FureSan 64.00 TB 340.01 GB 6367 TH WMFS 5

3 ESXi11 Local3sD 222.50 GB 8974.00 MB 2225850H WMFE 5

B datastoret 215.00 GB 874.00 MB 214.05GR WMFS 3

[ v
Compatibility,

@ Compatibility checks succeeded.

Back Next Cancel

7.Select compatibility for the virtual machine. This allows VMs to run on different
versions of vSphere. In order to run vGPU select ESXi 6.0 and later. Click Next to

continue.
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¥ New Virtual Machine ?) M
1 Select creation type Select compatibility
Select compatibility for this virtual machine depending on the hosts in vour environment
v 1a Select a creation type
2 Edit settings The host or cluster supports more than one Wware virtual machine version. Select a compatibility for the virtual machine
~ 24 Selectaname and folder
~  2b Select a compute resource Cormpatible with: [ E5i 6.0 and later | - | i ]
< 20 Bl il g This virtual machine uses hardware version 11 and provides the best performance and |atest features
-5 awailable in ESXi 6.0.
2e Selecta guest 08
21 Customize hardware
3 Ready to complete
Back Next Cancel

8.Select the appropriate Windows OS from the Guest OS Family and Guest OS Version

pull-down menus. Click Next to continue.

431 New Virtual Machine

1 Select creation type
v 1a Belect a creation type
2 Edit settings
2a Select a name and folder
2h Select a compute resource

2c Select storage

2d Select compatihility

L4 <88

21 Customize hardware

3 Readyto complete

Select a guest 0S5

Choose the guest 08 that will be installed on the virtual machine

Identifying the guest operating system here allows the wizard to provide the appropriate defaulis for the operating system

installation

Guest 05 Family. | Windows

Guest OF Version | MicrosoftWindows Server 2008 R2 (B4-hit)

microsoft Windows 10 (32-hit)
microsoft Windows 8 (64-bif)
Microsoft Windows & (

Microsoft Windows 7 (.
Mirrosof Winedn

Compatibilitr. ESXi 6.0 and later (Wi version 11)

Back Next Cancel
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9.Customize hardware is next. Set the virtual hardware based on your desktop
workload requirements. Click Next to continue.

5 Mew Virtual Machine

1 Select creation type

<

1a Select a creation type

2 Edit settings
2a Selecta name and folder
2b Selecta compute resource
2c Selectstorage

2d Select compatibility

<4< ]

Z2e Selecta guest 08

3 Reauyto complete

Customize hardware

Canfigure the virtual machine hardware

\ Wirtual Hardware | Wit Options | SDRS Rules |

» [/ *cPu [z |~ @

» W *Memory | 4096 [~|[me |-

» (24 New Hard disk 32 e |-

» %New SCElcantroller LS Logic SAS

» [l Mew Network | vt Metwork | - | ¥ Gonnext...

v (@) Mew CDIDYD Drive | Client Device |v |

v [ Mew Floppy drive | Client Device |v |

» (M video card | Specify custam settings |v |

¥ 2 WMCl device

¥ () Mew SATA Controller

» Other Devices -
New tevice: | J& Shared PCI Device | -| Add

Carmpatibility. ESXi 6.0 and later (/M version 11)

Back Hext Cancel

10. Review the New Virtual Machine configuration prior to completion. Click Finish

when ready.

¥ New Virtual Machine

1 Select creation type

<

1a Selecta creation type

2 Edit settings
2a Belecta name and folder
2h Selecta compute resource
2c Select storage
2d Select compatibility
Ze Selecta guest 05

2f Gustormize hardware

3 Readyto complete

L T T T T &

Provisioning type:

Virual machine name:

Folder:

Host:

Datastore:

Guest 05 name:

CPUs:

Memaory:

NICs:

MNIC 1 network:

MNIC 1 type:

SC8l controller 1:

Create hard disk 1:
Capacity,
Datastore
Yirtual device node

Mode:

Create a new virual machine

Warkstation

Production ¥his

103123511

PureSAR

MicrosoftWindows 7 (64-bit)y

2

4GB

1

WM Network

E1000

L3I Lagic 8AS

Mew virtual disk

32.00GE

PureSAr

SCSI00)

Dependent -
Carmpatibility: ESXi 6.0 and later (¥M wersion 11)

Finish

Back Cancel

The new virtual machine container has now been created.
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vmware* vSphere Web Client

Mavigator X
4 Home Lo
[ @ | 8 a
w [Flvtenterapph nvidia.lab
v [[aPSG

» B} management
~ [ Production
B 10.31.235.11

103123512
103123515
(1 Wiarkstation

Installation of the guest OS inside the VM is next.

10.2 INSTALLING WINDOWS

Use the following procedure to install Windows on the virtual machine:

1.Select the virtual machine, click on the Manage tab and select Settings. Click on the

vmware: vSphere Web Client LH Updated #1136 A B | Adminishistorn@VEPHERELOCAL = | Hulp
Hawvigator & (3 Workstation  Actions = o
1 Home o Gefting Started  Summary  Monifor | Blamage | Related Objacts
D B 8 8 8
PR ———— Boflings | A Difinmons | Tags | Permissaons | Policos | Scheduse Tasks
“ M Hardware o B,
VM Ol g
» Momary A0WEMB, 0 ME mamarny acive
VM SDRS Rubes
| + Hard digk 1 32,0008
i wApn Options
| + Mobwork adapter 1 VM Nebwork  (disconnected)
] Guest Liser Mappings
| - COIDVD drive 1 Powar an Vi 1o Conned]
| | Flopoydrive 1 Powser an Vil b connect
+ Videa card 200 ME
Th AdEBANM HiBwand
‘ | Compatibility ES¥ 6.0 and tater (VM version 11)

2.Locate the CD/DVD entry under the Virtual Hardware tab. Select the arrow drop
down to reveal data sources for the CD/DVD media. (In this example a Datastore
ISO file will be used.) Check the Connect checkbox for CD/DVD drive 1. This will
connect the ISO file to the VMs virtual CD/DVD drive.
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51 Workstation - Edit Settings

(]

[VmualHardware | W Options ‘ SDRS Rules | vApp Options |

» |l crU |2 |~ @
» @R Wemory ‘4995 |v||MEI |-|
» (2 Hard disk 1 32 Slee |-

3 SCEl controller 0 LSI Logic SAS

3 Metwork adapter 1 \ W Metwark [ Connect.

» (@) COMOVD drive 1 | Client Device

» [ Floppy drive 1

» [ video card

» FCldeviee 0 [ NVIDIA GRID ¥GPU [-]

» (@) SATA controller 0
b L2 VMC device

» Other Devices

i device | - P P S ‘ - ‘

Corapatibility: ESXI B0 and later (VM version 11} oK

Cancel

3.Toggle the carrot next to the CD/DVD drive 1 icon to reveal the details of the virtual
device. For Status check the Connect At Power On checkbox. This will connect the
ISO file to the VM's virtual CD/DVD drive during boot up. Next Click on the

Browse button for the CD/DVD Media.
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31 Workstation - Edit Settings 2k
.__WIE_I Hardware j Wi Opfions | SDRS Rules i wApp Options
» | cPU 2 ~| @ ut
» BB Memaory 4096 ~| | mB -
» &2 Hard disk 1 | 6B -|
3 @a SCEl controller 0 LS| Logic SAS
» [l Metwork adapter 1 WM Network + | 4 connect...
= (%) *CDIDVD drive 1 Datastore IS0 File - | ()
Status M Connect At Power On
CDIDVD Madia 1] IuerIimexareIisaimagui Browse...
Device Mode b
Yirtual Device Node IDE{1:0)
*) | SATA(D.0) CO/DVD drive 1 | =
v [ Floppy driva 1 Clignt Device v |
3 @ ideo card .S.pecil‘f n:us.lom gettings - |
» PCldevice 0 MNYIDIA GRID vGPLU z '.:
¥ ¢ WMCI device
» (@) SATA controller 0
» Other Devices x
MNew device: | e Selact —— -
Compatibility: ESXi 6.0 and later (VM version 11) oK Cancel

4.Navigate to and select the OS ISO file to be used for install. Click OK to select the

Select File (X
Datastores Contents Information
» EJESHI 11 LocalSsD * Marme: ern_windows_T_.

» B datastore
w [ PureSAN
w0
F CWINT M IMaster
F [ DTIDKWARO
b [ sod st
F [ .naab24a93703309954
¥ [ DTIDDSRevit
F CAG_INinT I aster
» CJAG_Linux
b EDT30KM
F W7 Goldenidaster
b [ VPuaster

B en_windows_7_professio...
Size:
Madified:

File Type: | 150 Image (*isa)

-]

Ok

296 GB
THR201411:23

Cancel

5.Right-click the virtual machine, and then select Power>Power On to start the virtual
machine and boot from the .ISO to install the operating system.

The virtual machine boots from the selected .ISO.
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If you are creating a new virtual machine and using the vSphere Web Client's VM console
functionality, then the mouse may not be usable within the virtual machine until after the
both the operating system and VMware tools have been installed.

6.Perform a Custom (fresh) installation of Windows 7 on the virtual machine.
During installation, Windows reboots the VM several times.

7.Disconnect the .ISO from the VM when Windows is done installing.

8.Go through the initial Windows setup wizard to name the computer, create a local
account, set the timezone, choose update installation policy, etc.

Windows 7 is now installed on the virtual machine.

10.3 INSTALLING VMWARE TOOLS ON THE
VIRTUAL MACHINE

After Windows completes the initial installation and configuration process, the next step
is to install VMware Tools on the virtual machine.

1.Select the Summary tab from the virtual machine console.

2.Click the Install VMware Tools link in the yellow bar.
The Install VMware Tools window displays.

& Wware Tools is not installed on this virtual machine. install Viware Tools

* VM Hardware O | = VM Storage Policies |
» CPU 2 CPU(s), 0 MHz used VM Storage Poliches

3.Click Install VMware Tools.
Back in the virtual machine console, Windows 7 detects the CD image and the
AutoPlay window should open. If not, browse to the virtual CD-ROM in the virtual
machine and access it manually.

32-bit installer:

] AutoPley f=] @

@ DVD Drive (D) VMware Tools

Always de this for software and games:
Inztall or run program from your media

ﬁ Run setup.exe

General opticns

Open folder to view fles
| q

64-bit installer:
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m DVD Drive (D7) VMware Tools

| Always do this for software and games:

Install or run program from your media

Run setupéd, exe
Publshed by VWware, Inc.

General options
l Open folder to view fles

Yiew more AutoPlay options in Contiel Pansl

~

4.Click Run setup.exe or setup64.exe.
The User Account Control popup may display.

=

g program to make

Program name:  ViMiware installation launches
Verified publisher: ViMware, Inc.
File origin: CO/DVD drive

[ & ]

Change when these notificabions appear

%) Show details

5.If UAC prompts, then click Yes.

6.The installer begins, click Next.

The installation wizard vill install VMware Tocls on your
computer, To continue, dick Next.

WARNING: This program is protected by copyright law and
ntemational treaties.

b D) [oma )

Creating your first vGPU Virtual Desktop

7.When prompted, select Complete installation, click Next, and accept all defaults.
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Please select a setup type.
! Typical

ﬂ

| Cugtom

i

Installs the program features used by this VMware product only. Select
this aption if you intend to run this virtual machine only with ths:
Vware product.

huimnluuu t this option If you intend to run this
wrtual machine on multiple products,

Lets you choose which program features 1o install and where to install
them. Ondy advanced users should select this option.

[ <mec |Chext> ] [ conce |

8.When prompted, select Install to begin installation:

[o &

vmware

Click Install to bagin the mstallation. Click Back to review or change any of your
installation setings. Chck Cancel to exit the wizard,

[ <o ol ] [ cows |

9.Check the Always trust software from “VMware, Inc.”

continue.

Would you like to install this device software?

MName: VMware, Inc. Network adapters
5' Publisher: VMware, Inc.

¥ Abways trust software from "VMware, h&'.

W You should only install driver software from publishers you trust. How can |
hi 5 e | i

(Cirstaii ] [ Don'tinstat |

Creating your first vGPU Virtual Desktop

checkbox and click Install to

10. The Set Network Location window may display, if so then select Work Network.

11. Click Finish in the VMware Tools installer and reboot the virtual machine when
prompted. This reboot is critical to ensure the tools are now the loaded drivers.
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ol ®

Completed the VMware Tools Setup Wizard

Click the Firish buitton th exit the Setup Wizard,

VMware Tools is now installed on the virtual machine

10.4 ADDING THE GOLDEN MASTER TO THE
DOMAIN

By joining the VM to the Windows Active Directory domain you are then able to
manage it as you would any physical desktop in the domain.

Customize Windows on the virtual machine as follows:

» Join the domain

» Add appropriate Domain groups to Local Administrators

Adding a VM to the domain:

1.0n the VM, click Start, then right click on Computer to bring up its menu, click
Properties:
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v Al Programs
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I Sam:llpm;r;;\'u and files

el @ (2 O

2.0n the Properties window, click Change settings:

Control Panel Home

ﬁ Device Manager

B Remaote sertings

W Systen pratection

s Advanced system settings

See abo

Actran Center

Windeows Update
Parformance Information and
Tooks

View basse information about your computer
Windows edition
Windows 7 Professional
Copyright © 2009 Microsoft Corporation. All rights resenved.
Service Pack 1
System
Fatang: System rating is not available
Processor: Intel(R) Xeon(R) CPU E5-2690 v2 & 300GHz 300 GHz
Installed memory (RAM): 400 GB
Systern type: 4-bit Operating System
Pen and Touch: Mo Pen or Towch Input it available for this Display

Computer name, domain, and workgroup settings

Cormputer name wotkstation

Full computer name: i

Carmputer descrption:

Warkgroup: WORKGROUP
Windows sctrvation

) Changs settings

=l

3.This brings up the System Properties window, on the Computer Name tab click

Change:
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|SpemPropetis x|

Computer Noms | Hantware | Advanced | System Protection | Ramate |

Windowa uses the folowing infomation 1o idenify your computer
o the netweos:

Compuler description: |
For example: “Hitchen Compuber™ or “Mary's
Compuler”. =

Full computer nama workatation
Wokgroug: WORKGROUP

Tor use & wizard Lo join & domain of workgroup, chck
" iD. Hetrwrork 10)...

T rerames this compater or change Es domain Change
;ﬁ"mﬂ.ﬁtm." 5 _I

T ok || oo || o |

4.0n the Computer Name/Domain Changes window, enter in an appropriate
Computer name, then Domain name, and click OK. Our chosen naming is shown
below, use what is appropriate for your POC/trial.

Compasenabomsnchngs

You can change the name and the membanship of thiy
compuier. Changes might afect access io network resourmes,
Hors mipanaben

Compeber nims:

lamawm

[l compuiier name:
e sl alion

oo
E
|

pwmﬁmw

I OK I Conesl

5.A security window pops up, fill in your specific domain administrator credentials
and click OK:
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WndousSecuty x|

Cornputer Mame/Domasn Changes
Enter the name and password of an account with permissaon te join the
domain.

e T
| C—

Doy

6.0n successful authentication you will see the following welcome pop-up showing
your VM is now on the domain (the domain name should reflect your domain
information):

x|

a Wielcome to the madealsh doman,

QK |

7.Click OK and the VM needs to reboot to complete the process, click OK again and
the VM reboots immediately.

ﬂ You must restan your computer to apply these
changes

Before restarting, save amy open files and close all

programs.
| oK |

10.5 INSTALLING CITRIX VIRTUAL DELIVERY
AGENT

For the virtual machines to be managed by the XenDesktop delivery controller, a small
piece of code called Virtual Delivery Agent needs to run on each machine. Use the
following procedure to install Citrix Virtual Desktop Agent on the master image:

1.Mount the .iso image using Virtual Clone Drive or similar. Alternately you can use
vCenter Client to mount the .iso from an ISO data store to the virtual machine CD
drives.
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() TXTVMWFTWOOSvt - Virtual Machine Properties = | B X
Hardware IOptions ] Resources ] vServices ] Virtual Machine Version: 11 ,@
Device Status
I” Show All Devices Add... [V Conmected
Hardware summary ¥ Connect at power on
M 4096 MB
L emory Device Type
[ cpus L |
- — 5
l;' Video card @ Browse Datastores =AREn X o
= VMCIdevice — +
© scstcontrollll  ogkin: [1s0 |
£ co/ovo driy
& Hard disk1 Name File Size LastMadified
& Floppy drive @) Textron Win 7 Pro SOE v4.0.0_..  9GB 2/25/2015 3:08:3
BB Network adal @Y en_windows_10_technical_previ.. 4GB 3/18/2015 3:51:2 :‘
@ en_windows_7_ultimate_with_s.. 3 GB 3/18/2015 3:50:4
@) SW_DVD3I_Windows_Svr_Std s 5 GB 4/9/2015 2:57:37
(3 XenApp_and_XenDesktop7 6iso 2 GB 4/15/2015 11:16: Browse... |
4 m 3

File type: 150 Image (*.iso) j Cancel

oK Cancel

Z)

[s

Launch the CD with AutoPlay or select the AutoSelect.exe application to start the
Citrix XenApp and XenDesktop installer. Select Start button next to XenDesktop
Deliver applications and desktops.

Deliver applications and desktops to any user, anywhere,
on any device.

+ Secure mobile device management
+ Hybrid cloud, dloud and enterprise provisioning
+ Centralized and flexible management

Manage your delivery according to your needs:

XenApp peiver appiications

XenDesktop peliver applications and desktops

Cancel

CiTRIX

Select Windows Delivery Agent for Windows Desktop OS under Prepare
Machines and Images on the XenDesktop 7.6 window.
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XenDesktop 7.6

Get Started Prepare Machines and Images Extend Deployment

Virtual Delivery Agent for Windows
Desktop OS
: - i Citrix Studio
Install this agent to deliver applications and
desktops from Windows desktop OS-based
VMs or physical machines.

< and Support

Access product decumentation online.
cess knowledge base articles, security bulletins, and troubleshooting guides.

Cancel

4.Select Yes to agree to the User Account Control prompt if displayed.

] User Account Control -

ﬁ‘] Do you want to allow the following program to make

< changes to this computer?

Program name:  Citrix XenDesktop
Verified publisher: Citrix Systems, Inc.
File crigin: CO/DVD drive

() Show details Yes || Mo

Change when these notifications appear

5.Accept the default Environment value of Create a Master Image radio button, and
select Next to continue.
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XenDeskiop 7.6 Environment

i Configuration
Environment 3

HDX 3D Pro 1 want to:

Core Campanents () Creste a Master Image
is option if yx se Machine Creation Servi wisioni ervices t
Detivery Contiolas Select this option if you use Machine Creation Services or Provisioning Services to
create virtual desktops from this master image.
Features
Enzble Remote PC Access

Firewall Select this option to install the Virtual Delivery Agent onto either a physical machine or
5 a virtual machine that has been provisioned without the VDA

ummary

Install

Finish

f Backi; Next : Cancel 7.

6.Select the Yes, install the VDA for HDX 3D Pro radio button on the HDX 3D Pro
Dialogue, and select Next to continue.

XenDesktop 7.6 HDX 3D Pro
HDX 3D Pro optimizes the performance of graphics-intensive programs and media-rich
" Environment applications.
HDX 3D Pro

Configuration
Core Components
Install the Virtual Delivery Agent (VDA) for HDX 3D Pro?

Me, install the standard VDA

Delivery Controller

Features Recommended for most desktops, including those enabled with Microsoft RemoteFX.
huewal (®) ¥es, install the VDA for HDX 2D Pro

Summary Recommended if the machine will access a graphics processor for 3D rendering.
Install

Finish

:7 Back 7: ‘7 Cancel 7;

7.Deselect the Citrix Receiver check box on the Core Components dialogue, and select
Next to continue..
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¢ Environment

" HDX 3D Pro
Core Components
Delivery Controller
Features
Firewall
Summary
Install

Finish

Creating your first vGPU Virtual Desktop

Core Components

Location: C:\Program Files\Citrix Change.‘. |

Virtual Delivery Agent {Required)
The software agent that alled on the virtual or physical machine that provides the
virtual desktop or application to the user.

Citrix Receiver
Client software that enables users to access th
desktops from any device, including smartpha

uments, applications, and
blets, and PCs.

Back | Cancel |

Citrix Receiver can be installed separately later and would only be used if connecting to
another XenApp or XenDesktop Store.

8.Enter the XenDesktop delivery controller address. This is the FQDN of the
XenDesktop server. Click on the Text connection button to validate the address.

XenDesktop 7.6

# Environment

+" HDX 3D Pro

+ Core Components
Delivery Contraller
Features
Firewall
Summary
Install

Finish

Delivery Controller

Configuration

How do you want to enter the locations of your Delivery Controllers?

Do it manually B

Controller address:

1 etvmw w05t bt textron.com I

Mote: Any Group Policies that specify Delivery Contraller locations will override settings
provided here,

Back | et | Cancel ‘

IP Addresses are not supported as a controller address, only Fully Qualified Domain Names

are allowed.
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9.A green checkmark will be displayed on the right of the controller address input box
if the FQDN address of the delivery controller is verified. Click the Add button to
confirm the delivery controller address and add this address as the Virtual

Delivery Agent target.

XenDesk‘[op 7.6 Delivery Controller

Configuration

HDX 3D

FC

How da you want ta enter the locations of your Delivery Controllers?

v Core Components '_ Do it manually
Delivery Controller

Features

Controller address:

Firewall

Summary

|
Install

Firish

| extwmuntew00Svt et textron.com

Mate: Any Group Policies that specify Delivery Controller locations will override settings

provided here,

Back |

| Cancel

10. The delivery controller address will be displayed above the delivery controller
address entry box once it has been added. Select Next to continue.

XEHDESKtOp 76 Delivery Controller

Configuration

How do you want to enter the locations of your Delivery Controllers?

| Do it manually
Delivery Controller

Features

Extvmwfrw005vt bet.textron.com

Firewall Controller address:
Summary

Edit Delete

Install

Finish

Example: controllerl.domain.com

Mote: Any Group Policies that specify Delivery Controller locations will override settings

provided here,

_ Back m Cancel

11. Accept the defaults on the Features dialogue and select Next to continue.
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XenDesktop 7.6 Features

= | Feature (Select all)
+ Environment

+ HDX 2D Pro Optimize performance
Optimize desktop settings. Learn more
+ Core Components
+" Delivery Controller =] Use Windows Remate Assistance
= Enable Windows Remote Assistance and open TCP port 2389. Learn more
Features
Firewall = Use Real-Time Audio Transport for audio
B Uses UDP ports 16500 - 16509. Learn more
Summary
Install - Personal vDisk
Finish Enable Personal vDisk for the Virtual Delivery Agent. Learn more

Eack ‘ Cancel

Personal vDisk can be enabled at a later date if desired

12. Accept the default value to automatically create the Firewall entries. Select Next to

continue.
XenDesktop 7.6 Firewall
The default ports are listed below. Printable version
« Environment
« HDX 3D Pro Controller Communications Remote Assistance Real Time Audio
80 TCP 3389 TCP 16500 - 16509 UDP
1494 TCP
2598 TCP
Firewall ROUSACE
Summary
Install
Finish

Configure firewall rules:

&) Automatically

Select this option to automatically create the rules in the Windows Firewall. The rules will
be created even if the Windows Firewall is turned off.

Manually
Select this option if you are not using Windows Firewall or if you want to create the rules
yourself,

Back Next _ Cancel

13. Review the summary and select Install to continue.

SP-00000-001_v01.0/.] 135



Creating your first vGPU Virtual Desktop

XenDesktop 7.6 Summary

Review the prerequisites and confirm the components you want ta install. ) Restart required

& Environment
7%
« HDX 3D Pro Installation directory E

Ci\Program Files\Citrix

Components

Prerequisites

Microsoft Visual x86 C++ 2005 Runtime

ery Controller

+ Features
Microsoft Visual x84 C++ 2005 Runtime
¢ Firewall Microsoft Visual x64 C++ 2008 Runtime
Summary Microsoft .NET Framework 4.5.1
Microsoft Visual x84 C++ 2010 Runtime
Install

Microsoft Visual x86 C++ 2010 Runtime

Finish
Core Components

Virtual Delivery Agent
Delivery Controllers
totvmwfrw005vt bet.textron.com
Features

Optimize performance
Remote Assistance

i_ Back i Cancel _‘

14. If the Installation completed successfully accept the default to restart the machine
and select Finish to continue.

XenDesktop 7.6 Finish Installation
The installation completed successfully. " Success
¥ Environment
« HDX 3D Pro Core Components
+ Virtual Delivery Agent Installed
Paost Install
v Compaonent Initialization Initialized

Restart machine

10.6 ADDITIONAL VIRTUAL MACHINE
SETTINGS

1.Perform the following additional tasks on the virtual machine as required:
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e OPTIONAL: Upgrade Microsoft Internet Explorer to Version 11 from:
http://windows.microsoft.com/en-us/internet-explorer/download-ie.
Reboot the virtual machine when prompted.

To evaluate browser-based HTML5 applications, consider using newer browsers that utilize
hardware acceleration within virtual desktop environments.

e Turn Off Windows Firewall for all network types.

CAUTION: THESE INSTRUCTIONS ASSUME THAT THE VM IS BEING USED AS A PROOF-OF-
CONCEPT ONLY AND THAT DISABLING THE FIREWALL WILL THEREFORE POSE ONLY A MINIMAL
SECURITY BREACH. ALWAYS FOLLOW YOUR ESTABLISHED SECURITY PROCEDURES AND BEST
PRACTICES WHEN SETTING UP SECURITY FOR A PRODUCTION MACHINE OR ANY ENVIRONMENT
THAT CAN BE ACCESSED FROM OUTSIDE YOUR NETWORK.

2.Shut down the virtual machine once this is completed

3.Close the remote console; this will not be functional when vGPU is configured.

Take a snapshot of the virtual machine to preserve your work. Label this snapshot pre-vGPU,
and revert back to it if you encounter any problems going forward, such as driver issues

10.7 ENABLING THE NVIDIA VGPU

Use the following procedure to enable vGPU support for your virtual machine (you
must edit the virtual machine settings):

1.Power down the virtual machine.

2.Click on the VM in the Navigator window. Select the Manage tab and settings. Click
on the Edit button.
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8 ESRFARGISProK
Sy ESRIKILCNT
SESRKILCIOZ
QEEHIK".CEOB
B ESRIKILCO04
BESRIKILCO0S
SHEIRMILCIG
B ESARILCIO
o ESRIKILCO0Z
ShESRIKILCE0N
G ESRIKILCOM
A ESRMILCO0E
Sy ESAKILCO0E
3 replica-21306732-0
& replica-90438725-0
&5 Workstation
G workstatonOnginal
i worstationPrims

Gefing Stated  Summay  Monfae | Manape

“ VB Hardware
. CPU

* Mamon

* Hard dsk 1

* Hetwork acapber t
5 CODVD) o |
il Fiopmy deve §

» Vidoo cand

* Ofhar

Compatity

3.The Edit Settings dialog appears.

<1 [BRERGE] miarm Dennmons | :a;r,i Permistions | Policies | Schiguled Tasks

3 CPUIGH 0 MHE weed
[] 206 wa, 01w momaey actve
nobos

M etk (disconnected)
Piowet on VM o connget

Powwr on VM o connect

R00MB

Aditonal Hirdmare

E8i 6.0 andd later (VM version 11)

eI L AT

(MRIRHAEhRES) W Oetioos |

SDRS Rules | wApp Options |

» () SATA contraller 0
» G VMG devica

+ Other Devices

Mew device: |

YT T p—

Compatibility: ES 6.0 and later (M version 11)

v @ cPy |2

» W Mamory ‘4036 [+

» (2 Hard disk 1 2 |

» @, SCSicontrolier 0 LSI Logic SAS

» [ Network adapter 1 | VM Network: | »| B Connaet
» @ CODVDdve ! | Dataslore IS0 File «| [ connect
+ [ Floppy drive 1 | Clianl Device -

+ 18l vidzo card | Specify custom settings -

oK || Cancel

4.Click on the New Device bar and select Shared PCI device.
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QSN B Satinus

( Mirtual Hardware | VM Optisns | EDRS Rules | vop Options

» [ cru |2 -l
. &8 New Hard Disk
» 3 Memory | @ estng Harg s | M8 17
b i Hard disk 1 £ RDM Disk GB =|
» @ scaicontrollerd —
K =
» il Nhwork adapter 1 | P MNemvor ~ | ¥ connext.
» @ coDVDdvel | @ coDVD Ditve Connecl..
v [ Floppy drive 1 | i Fionpy Drive w | L o
» B vidzo card | -
= BB Serial Port -
» (@) SATA controlier 0
& Paraliel Port
EIEC] devicn @ HostUSE Devica
» Other Devices U8 Confraller
SCSI Device
)@ PCI Device
SCS| Controllar
SATA Confrolier
New davice: | e BlG u
Compatibility: ES¥E 6.0 and latar (VM version 11} QK Caneal
5.Click on Add to continue
51 WorkstationWY{ - Edi Settings ©
| Virual Hardware | vi4 Options | SDRS Rules | vApp Oplions
v @ cPu H |~ @
+ B Memaory 4096 |- ME .|
v 23 Hard disk 1 32 = (aB |
v @, scalcontrolier L3I Logic SAS
» B Network 3daplar 1 | VM Network »| 4 Connact
» @) CODVD drive | | Datastore 190 File «| O connect
v ke Flopey drive 1 Client Device -|
» [ Video card Specity custom settings -|
» (%) SATA controller 0
* 5 VMO device
v Othier Devices
New device: | 8 Shared PCI Device =) | adu
Compatibility: ESX 6.0 and Iater (VM varsion 11) oK

Cancel
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6.The new PCI device will show the NVIDIA GRID vGPU device has been added.
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5 Workstationyy - Edit Settings {7)
L\ﬁwwmr\tl W Oplions | SDH‘S.RLNBS . wApp Options
v @ cru 1 |= @
+ B Marnory 4096 T+| (w8 .|
» 2 Hard disk 1 0 s GE -
» B, SCSlcontrolier 0 LS| Logic 843
» R Metwork adapter 1 | VM Network = | [ connact
» @) COMVD drive 1 | Datastore 130 File »| [ Connect.
+ [ Floppy drive 1 Client Device -|
» [ video card Spacify custom seflings -
» {8 SATA controlter 0
v b VMC] device
» Other Devices
« Hew PCI davice NVIDIA GRID vGPU - |
GPU Frofie arid_k2809 j
A Note: Some virtual machine operations are unavailable when
PCUPCla passihrough devices are présent You cannol
susperd, migrate with vMalion, or take of rastore snapshots
of such virtual machines
New devios JER Shared FCI Device |= Add
Compatisility: ES¥i 6.0 and lster (/M version 11) oK Cancel

() Workstation V7 - Edit Settings Gln
_ylmg.l Hgmw l WM Options | SDRS Rules | wApp Opficns
» @ cPu (2 - @
» B Mermory [ 4036 [«] [we  [=]
+ O Hard digk 1 32 =] |ee -
+ &, 5CSicontroler 0 LS Logic SAS
+ [ Network adapter 1 | VM Network - | ¥ Gonnect
» (8 COOVD drive 1 | Dataslors IS0 Fils v | [ Connect.
+ [ Floppy drive 1 | Client Dievice = |
+ [ video carg | Specity custom semings |
+ () SATA controlier D
b S VMCI divice
+ Other Devices
~ Hewe PCLdeice | MVIDIA GRID ¥GPLU [+
GPU Profile ']ﬂﬂ_lﬂﬂllq —']
orid_k280q Ls are unavallable when
orid_k260q Bzanl You cannol
of restore Snapshots
grid_k200 |_
Mew devize: | i Shared PCI Device I+ Add
Compatibility ES¥i 6.0 and later (VM varsion 11) oK Cancel
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7.Use the GPU Profile selection bar to configure the GPU.

The k2xx options will appear in servers with K2 GPUs, and the k1xx options will appear in
servers with K1 GPUs. The K100 and K200 profiles are not Quadro certified and are being

phased out.

8.Click OK to complete the configuration.
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10.8 INSTALLING NVIDIA DRIVER IN
WINDOWS VIRTUAL DESKTOP

1.Start the virtual machine, and then connect to it using VMware Remote Console
through the vSphere Web Client.
(When connected, a popup warning requesting that you restart the computer to apply
changes will display the first time it is booted after enabling the NVIDIA GRID vGPU.)

2.Click Restart Later to continue booting the virtual machine.

CAUTION: DO NOT REBOOT THE VIRTUAL MACHINE IF YOU HAVE OLDER NVIDIA DRIVERS
INSTALLED. DOING THIS WILL CAUSE A BLUE SCREEN.

3.Log into Windows and open the Device Manager.
The Standard VGA Graphics Adapter displays in the Display adapters section of the Device
Manager with an exclamation point by it to indicate a driver problem. This is
normal.

WRE - | Ji + o T &«

= Device Manager

| File Action View Help

CEIEEN R T

=gy workstation

7.5 Batteries

718 Computer

i1y Disk drives

&, Display adapters
K Vo Gaphics Ao
I-- VMware SVGA 3D

1 <} DVD/CD-ROM d

i1 Floppy disk drives

.= Floppy drive controllers

- IDE ATAZATAPI controllers
- 55 Imaging devices

7.2 Keyboards

i Mice and other pointing devices

7 B Monitors

o & Network adapters

[0} Processors

5% Sound, video and game controllers
.4 Storage controllers

7 {8 System devices

i § Universal Serial Bus controllers

4.Locate the NVIDIA driver where you extracted it earlier and right-click the install
application icon to launch it. (Recommendation: Have the software on a share
volume that can be mounted by the VM for quick access and extract the drivers).
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ﬂ

(L) [ 1022221256 » isoS » NVIDIA-GRID-VGPU-ySphere-2015-34642- 4132 = [ 42 | Search NVIDIA-GRID-vGPU-vSphere-.. P |
Organize » O Open  Mew folder = [l @
i Mame Date modified Type

B Desiaop __| 346.42-347 52-nwidia-grid-quick-start-quide.pof 3/11/20156:25 AM  PDF File
1% Downlosds | 346.42-347.52-nidla-grid-vgpu-relesse- notes. pdf 3/10/2015634 AM  PDF File
| Recent Places B 247.52_grid_wind_win_64bit_english 420/2015935 P\ Application
B 247.52_grid_win8_winT_englich 4/20/2015035PM  Application
3 Libraries | NVIDIA-vge-VMviare_ESXi 6.0_Host Driver 346 42-10EM 500.0.0.2150203 vib LA/DI5935FM VIE File
[ Documents 1 NVIDIA-vge-VMuiare_ESXi_60_Host Driver_346 42-1OEMG00D0. 2150203 -offline-bundle  £/20/20158358M  Compressed (4
J Music
&= Pictures
B videos
/8 Computer
€ Network
L™ .m | '
347.52_grid_wing_wiri7_B4bit_english Date modified: 4/20/2015 9:35 PM Date created: 2/27/2015 248 AM
Application Size: 141 MB Dfffine availability: Not available

CAUTION: NVIDIA vGPU vSphere VIB version and NVIDIA driver for Windows version need to

match.

5.Right-click on the installer application and select Run as administrator.

.-.[ b # 1022221256 b isoS » NVIDIA-GRID-vGPU-vSphere-2015-346.42. 34752 » « [ 49 Il Search NVIDIA-GRID-vGPU-vSphere-—. P |
Organize * Opnl New folder = 1 o
e Hame = Date modified Type

B Desitop | 346A42-347 52-rwidha-gnid- quick-start-guide.pdf L5625 AM  PDF File
& Downloads || 346.A42-347 52-rwidia- grid-vgpu- release-notes.pdf 310/20156:34 M PDF File
B Recent Places ) 347.52_grid wieR win] B eeolich ACHANSSIS P AppBcution;
.SiTSZ_grid_uir: Open 40/X5%35PM  Application
A Libraries L NVIDIA-vgueVN % Run as administrator 0.0.0.2159203.4ib 420/2015935PM VI8 File
3 Documents |1 MVIDL&-vge-VN  Troubleshaot compatibility DO0.2159203-offfine-bundle  4/20/20159:35PM  Compressed (s
o Music Abways available offline
= o
B Phctures Restore previous versions.
. Videos
Send to 3
1% Computer cin
Copy
S Network
Create shorteut
Delete
Rename
| Propesties |
LA | »
347.52_grid_wing_win7_S4bit_english Date modified: 4/20/2005 835 PM Date created: 2/27/2015 248 AM
Apphcation Size: 141 MB Offline availability: Not available

6.5elect Yes to agree to the User Account Control prompt if displayed.

SP-00000-001_v01.0/.] 142



Creating your first vGPU Virtual Desktop

) User Account Control x|

Do you want to allow the following program to make

changes to this computer?

n Program name:  Citrix XenDesktop
Verified publisher: Citrix Systems, Inc.
File crigin: CO/DVD drive

@ Show details Yes ‘ | Mo

Change when these notifications appear

7.Select OK to accept the default location where the driver files will be saved.

) NVIDIA Display Driver v347.52 - English Package =
- Specify the folder where the driver files are to be saved.

Extraction path:
| DIA\DisplayDriver\347.52\Win8_WinVista_Win7_64bit\Englist! —l

oK Cancel

8.The NVIDIA software license agreement window displays. Click the AGREE AND

CONTINUE button to proceed.

& NVIDIA Installer == <"

X
nU_I.F-!iﬂ
@ syste NVIDIA software license agreement
License Agreement e e fi re license agreement carefully

REFULLY

or Customer Use of NV

Click Agree and Continue if you accept the terms of the agreement

[ AGREE AND conTmuE | ™Uomveer
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9.The Installation Options window displays. Check the Custom (Advanced) radio button,
then click Next. The Custom installation options window appears.

& NVIDIA Installer =] =[]

nviDia

Installation options

@ Ex commended)

3 : o o s T
Options I.ng.rades existing drivers and retains current N\VIDLA
seftings.

@ Custom (Advanced)

Alloy ou to select the components you want to install
and provides the option for a clean installation.

Note: Some flashing might occur during the installation.

Custom installation options

Select driver components:

Options Component New Version Current Version

Perform a clean instaliation

A
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11. A window displays when the NVIDIA Graphics Driver installation is complete.
Select RESTART NOW to Reboot the VM to complete the install.

w9 NVIDIA Installer ===
|

nviDla

NVIDIA Installer has finished

Component ‘ersion Status

Finish

mplete the installation, restart the computer.
u want to restart now?

After restarting, the mouse cursor may not track properly using VNC or vSphere console. If
S0, use Remote Desktop.

10.9 REMOVING THE VGPU DEVICE FROM
THE MASTER IMAGE

Use the following procedure to remove the vGPU shared PCI device from the master
image before provisioning the XenDesktop machine catalog.

CAUTION: Not performing this procedure will cause device conflicts between vSphere and
XenDesktop.
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1.Shutdown the virtual machine, and using the vSphere Web Client Navigator with
the left hand pane to the VMs and Templates tab. Right-Click on the master
image VM and select Edit Settings menu item.

T @ vtpvere s time
& 5 @ # [Bbeps 022231262 vphere-dhient cprenensionidsI0viphere corvmsummary%3Bcontexr sDcomymware

k-] Imw Summary | Mondor  Mandge  Related Ociect

T p———y } T

N Curnt08 Mermsh ey T b
Compatiiny 548 2m e (Vi vwrni 1)

'] Vb ars Tooh Mot runnns, veion 9536 (Carert
£ b
[E—

Disce
'u'“"_‘: o Coen Gonsole
<] s Mg 1 beat feperawpn
Clon » foose. o
Tampsate b grsce O
Faut Toleance . 0 [ = v siorage Poscies.
W Foaces » [ 22PULOMHz uses WM Srage Pobices
Compassisty o | [ 409010 01 marnies semy | | VM Storage Policy Comphance
Emor S Logs. 720008 Last Cacked Dite

VI etwork {giSConncing)

Fmiowd ram Mialody
Diwletn from Disi

Allralce Drohasiralor plugin Adisns ¥
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2.Select the grey-x on the far right on the PCI Device item that is connected to the
NVIDIA GRID vGPU to select the device for removal.

[ TXTVMWXDTOOO - Edit Settings

n

( virtual Haraware | v Options | SDRS Rules | vApp Options |

» [ crPU [2 |- @
» MR Memory |4095 |v| | mB |v|
» (2 Hard disk 1 72 lee |+

3 SCSl controller 0 LSl Logic SAS

» [ Network adapter 1 | VM Network |v| # Connect...
» (@) CDIDVD drive 1 | Datastore IS0 File | +| ™ connect..
v [ Floppy drive 1 | Client Device | ~|
» [@ video card | Specify custom settings | M
» PCl device 0 [ NvIDIA GRID vGPU -]

¥ 257 VMCI device

+ Other Devices

New device: | ——— Select —

Compatibility: ESXi 6.0 and later (VM version 11)

OK Cancel

3.Select the OK button at the bottom of the Edit Settings dialogue to save the settings.
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h TXTVMWXDTO0O - Edit Settings @ 13
( virtual Hardware | i1 Options | SDRS Rules | vapp Options |

» @ crU (2 -] @

» B Memary | 4096 |v| | MB |v|

» (2 Hard disk 1 72 e |+

3 % SCSlcontroller 0 LS Logic SAS

» [ Network adapter 1 | VI Network | v\| [+ Connect...

» (® CDIDVD drive 1 | Datastore ISO File | ~ | & Connect..

v [H Floppy drive 1 | Client Device |v| Connect...

» [ video card | Specify custom settings | v\|

+ PCldevice 0 Device will be removed vy

b 3 VMCI device

+ Other Devices

New device: [ —— Select—— |v] Add
Compatibility: ESXi 6.0 and later (VM version 11) | oK | | Cancel |

4.The Recent Tasks pane at the bottom will display the status of Complete once the
device has been removed. A XenDesktop machine catalog can be safely configured

now.

«

* vEphere Web Clent

S@eecere TS R T RS W oGk

C | /1022221262 v phave clhent/ *esp@extensionic 30vaphere. comvm summa

Launch Fiamoss Cansoie.
Downioad Remate Conscie @

Galing Stanied | Summary | Monie  Manage Fostaled Otjects

THTVMRETI
Compi 05 Mcroiandee s Tt
Compaeaty  £5% 41 and e (VM voraien 11
Vil s Toom: Mo tunirg. version $534 (Cuttaet)
0 e o
Lo 2

e wazIne # Work i Prograss L]
&

* VM Martware O | = VM Sicenge Policies =

» CPU TCPUEL 0z uten Vil Sorage Fobies

» ez [[] 409 e 0 army s | | VOR Shorage Poicy Comptance

» Hard e § 720008 Last Checknd Date

» Hstwock adaier 1 VU Hetwark (B5conoecied) Chens Compnance

£

Tak e Tarznt 3uea e Ot For St Toma srcmston Tiva Ser
Recostigers iteal macting @ TOAWDOTION | v Completed VEPHERE LOCALN I4ms ATIG0ISEALIAPY | LTICVISELE0IFN  THTAMAFTVOONAS
My Tasas v Tans Fiwe = Mo Thies
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Chapter 11.
CREATING XENDESKTOP MACHINE

CATALOGS AND DELIVERY GROUPS

This chapter describes the following;:

» Creating a VM snapshot

» Creating a machine catalog for the master image

» Creating a XenDesktop random machine catalog from a snapshot
» Configuring Virtual Machine to Enable vGPU Profiles

» Creating a XenDesktop delivery group for the master image

» Creating a XenDesktop delivery group for the catalog

» Connecting to the Citrix delivered desktop for the first time.

To create a pool of virtual machines, you must first take a snapshot of an existing virtual
machine, which then allows you to either create a single virtual machine or use it to
dynamically create virtual machines on demand.

A complete demonstration of these features is beyond the scope of this document; however,
taking a virtual machine snapshot and then deploying virtual machines from that snapshot is
a fundamental operation that can reduce evaluation time.

NVIDIA CONFIDENTIAL
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11.1 CREATING A SNAPSHOT

Use the following procedure to create a snapshot for an existing virtual machine:

1.Right-click a virtual machine and then select Snapshot->Take Snapshot...
The Take VM Snapshot for <vmname> popup displays.

[i<) Take VM Snapshot for TXTVMWADT000 17)

Mame |

Description

o ) (omer ]
2.Enter a name for the snapshot.

3.Optionally enter a description for the snapshot.

4.Select OK to take the snapshot.

11.2 CREATING A MACHINE CATALOG FOR
THE MASTER IMAGE (OPTIONAL)

Although this is not a required step, the following procedure can be used to validate the
communication paths between the end user and the target VMs that will be created from
this master before they are created. This can reduce troubleshooting time and rework.

Use the following procedure to provision a single vGPU-enabled machine catalog:
1.Logon to the XenDesktop server and open Citrix Studio from the start menu.

2.Expand Citrix Studio on the left hand pane if needed.
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3.Right-Click on Machine Catalogs menu item and select Create Machine Catalog
menu item.

_.nmn Help
+ |z Biml

7 Conshe Roct

a B Citrix Srudio (SaelocstionMame) T
3 Search
X Machine Catpiane. 4] Mwcrion trps Ho.of mactines | Atocsed srach,

B, Delrvery Grpa|_ Create Machune Catalog ] '
[ Policies | ;
# Logaing b
2 @ Confrgurating | Refresh
B fosministt e
[ Cortrafen
= Hosting

. Licensing
2 Ztorefront
[ Age-vPublishing
4 B8 it Srarefrant
B Server Group
2 authentication
B2 srores
B Peceiver for'Web
3 Maticaler Gateway
* Destons

4.Select Next button on the Machine Catalog Setup dialogue to begin.

Studio Introduction

‘ Machine Catalogs are collections of physical or virtual machines that yeu assign to users.
You create Catalogs from Master Images or physical machines in your environment.

Introduction

Operating System Importa.nt The Master \mage_ or physical machine that you use to _creabe a Cat_alog must
: have a Virtual Delivery Agent installed. Also, ensure that the operating system is up-to-

Machine Management date and that applications are installed.

Master Image :
Before you begin, make sure that you:

Virtual Machines @ |dentify the types of desktops and applications your users need

Computer Accounts ® Choose a Catalog infrastructure (for example, whether to power manage virtual
machines)

Summary

@ Have a technology for creating and managing machines (such as Machine Creation
Services or Provisioning Services)

® Prepare your environment, including the Master Image, computer accounts, and

network interface card configuration.

Learn more

D Don't show this again

5.0n the Operating System dialogue, select the Windows Desktop OS radio button
and then select Next to continue.
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Studio

" Introduction
Operating System
Machine Management
Desktop Experience
Master Image
Virtual Machines
Computer Accounts

Summary

Operating System

Select an operating system for this Machine Catalog,

The Server OS5 Machine Catalog provides hosted shared desktops for a large-scale

] ) Windows Server 05
deployment of standardized machines,

The Desktop OS5 Machine Catalog provides VDI desktops ideal for a variety of different
users.

‘ (®) Windows Desktop OS

|
’.’) Remote PC Access
The Remote PC Access Machine Catalog provides users with remote access to their
physical office desktops, allowing them to work at any time.

There are currently no power management connections suitable for use with Remote PC

Access, but you ca te one after completing this wizard. Then edit this machine

catalog to specify that connection.

6.0n the Machine Management dialogue select the Another Service or technology
radio button for the Deploy machines using section. Select Next to continue.

Studio

¥ Introduction

+ Operating System
Machine Management
Desktop Experience
Wirtual Machines

Summary

Machine Management

This Machine Catalog will use:

| (®) Machines that are power managed {for example, virtual machines or blade PCs)
} () Machines that are nat power managed (for example, physical machines)

‘ Deploy machines using:
() Citrix Machine Creation Services (MCS)
Resources: ResourceName
() Citrix Provisioning Services (PVS)

@ Anaother service or technology
| am not using Citrix technology to manage my machines. | have existing machines
already prepared,

This is only used for the master image, the random pool will use Citrix Machine Creation

Services (MCS)

7.0n the Desktop Experience dialogue, accept the default and select Next to continue.
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Studio Desktop Experience

Which desktop experience do you want users to have?
¥ Intreduction "_" | want users to connect to a new (random) desktop each time they log on.

¥ Operating System (®) | want users to connect to the same (static) desktop each time they log on.
+ Machine Management

Desktop Experience
Virtual Machines

Summary

8.0n the Virtual Machines and Users dialogue, select the Add VMs button to begin to
select the master image to the machine catalog.

Studio Virtual Machines and Users

Import or add virtual machines, their computer Active Directory accounts, and optionally assign
them to users:

o e liCompib AD e T
¥ Operating System
+ Machine Management
+ Desktop Experience
VMs and Users
Summary 1

Remove Impert list., || Export list. || Add VMs..

Select the VDA version installed on these virtual machines:

7.6 (recommended, to access the latest features) -

Machines will require the selected VDA version [or newer) in order to register in Delivery Groups
that reference this machine catalog, Learn more

9.0n the Select VMs dialogue, navigate through the vCenter VMs site tree and select
check box next to the machine or machines to add to the master image machine
catalog. Select the OK button to continue.
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v = % ConnectionMame
v [=] =5 XENTest
(=] = 1022221267
(] (] TXTVMWETWOO vt @
(] ) TXTVMWFTWOO3vt @
[ (] TXTVMWETWOO0Svt - FCD @
(] TXTVMWXDT000 @
(] M Win7 @

10. Select the elipse button next to the Computer AD Account field to search Active
Directory for the machine account to add.

Studio Virtual Machines and Users

Import or add virtual machines, their computer Active Directory accounts, and optionally assign
them to users:

@itdcion  [Mneme | Computer AD account | User names :
¥ Operating System | TXTVMWXDTO00 | Enter computer account name | ] | - | __]
+ Machine Management
+ Desktop Experience J
VMs and Users
S 1
|
Remave Import list... ] [ Export list... ][ Add VMs... ]

Select the VDA version installed on these virtual machines:

[7.6 (recommended, to access the latest features) - J

Machines will require the selected VDA version [or newer] in arder to register in Delivery Groups
that reference this machine catalog, Learn more

¢ wdo

11. Enter the computer name into the Active Directory Select Computer dialogue.
Select Check Names button to verify the computer account exists and then select
OK button to continue.
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Select this object type:
|C0mputer | | Object Types... |

From this lazation:

|EntileDirectol_l,l || Locations... |

Enter the abject name to select [examples):

[ Check Mames

| au)

12. Select the elipse next to User Names field to search Active Directory for the user
account to add.

Studio Virtual Machines and Users

Import or add virtual machines, their computer Active Directory accounts, and opticnally assign
them to users:

+ Introduction VM name [ Computer AD account | User names

+ Operating System | TXTVMWXDTO0D [ TXT\TXTVMWXDTO00$ L) [- []

+ Machine Management
+ Desktop Experience
VMs and Users

Summary

Remave Import list... | [ Export list... | [ Add vMs.. |

Select the VDA version installed on these virtual machines:

7.6 (recommended, to access the latest features) - ]

Machines will require the selected VDA version [or newer) in order to register in Delivery Groups
that reference this machine catalog. Learn more

13. Enter the users name into the Active Directory Select Users dialogue. Select the
Check Names button to verify the users account then select the OK button to
continue.

Select thiz object tpe:
|USETS | | Object Types... |

Fram this location:

|EntireDire-:t-:-r_l,J || Locations... |

Enter the object names to select [examples]:

| Check Names

] (e
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14. Once you have completed adding computer account and user account references
for all machines in the catalog select Next to continue.

15. On the Summary dialogue enter a Machine Catalog name and then select Finish
button to continue.

Studio

& Introduction

¥ Operating System

+ Machine Management

+" Desktop Experience

« VWMs and Users ‘

Summary

Summary

Machine type: Windows Desktop OS

Machine management: Virtual
Provisioning method: Anather service or technology

Desktop experience:
on

Number of machines added: 1
VDA version:
Scopes:

Users connect to the same desktop each time they log

7.6 (recommended, to access the latest features)

Machine Catalog name:

| Master Images

Machine Catalog description for administrators: (Optional)

| Example: Windows 7 SP1 desktops for the London Sales office

To complete the deployment, assign this Machine Catalog to a Delivery Group by selecting

Delivery Groups and then Create or Edit a Delivery Group.

16. Once complete the machine catalog will be displayed in the center pane.

il Action View
« o zm B

) Comaale Roat
PR T ciTRiX
L Seaech
= Machine Catalogs
B Delivery Gaoups
[ Palicies
& Logging
a @ Configuestion
B Adminiratees
B Contratiens
® josting
o Lizensing
B soreFrant
(B App Bublishing
@ B Citrex Soecfront
[ Server Grnup
B2 aushenbewion
B Stores
1B Recenerforwe
3 NetSealer Gatewary
L

N of macnines | Alocstes macn..

Provisioning Methed:

Machine Eatalog Machine
Hame: Maites Images Iratalied VDA veruon Unksiwen.
Mackine Type: Windows Desktop @5 Operating Systenn Unknown

Manual

A tinen.

B Conste Machine Catalog
iww
& Refresh

H v

B 2dd Machines

. LditMachine Catalog
B View Machines

B Delete Machine Catalog
wi Hename Mackune Catalag
[ TestMachine Catalog

H v

11.3 CREATING A XENDESKTOP RANDOM MACHINE
CATALOG FROM A SNAPSHOT

Use the following procedure to provision a random machine catalog.
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MCS Random pool deployments require DHCP scopes to be available for the VM’s. You
cannot assign a static IP address to a MCS pool random VM. A DHCP IP reservation can be
assigned to the VM MAC Address.

1. MCS Machine Catalogs require a snapshot of the Master image. Select the reference
VM in the Navigator and right click. Ensure you have a snapshot of the master
image before proceeding.

2. Right-Click on Machine Catalog from the left hand pane and select Create Machine
Catalog menu item.

1 Consale Root Ao tions.
o B Cinris Stdio (Selocationbame) Y pores
O Sewrch I
W Nfaching Cminmsl | mtamine cataine + | Mucrive pe No. of machines | Alecategmucn_ | Create Machine Catalog
B Oelrerey Gec Creatr Machine Camalng
Palic <
.% sy s " & Refraah
# Logging R
4 @ Configurani 4 H Hew
B Adeerid | Help -
S Controllers
% boating W Add Machees
o Liceriin '] 5 Edit Muchene Catalog
B2 SroreFront e
1 App-V Publshing W Vorw Machnes
« B Cinres SroreFront [ Delete Machene Catalog
B Server Growp Wl Rerime Machine Catalog
2 faathertication ,
B 3rores L Teit Machne Catalog
B ecenee forwen H Hep
% Meticaler Gateary
¥ Beacon:
| oee L iscnne | s |
Machine Catalag Machine
Bame: Masten lmuage. Ientalled VDA vespen:  Unkrson
Mackune Type: Wirsdicrws. Deskiop O5. Clpaeealirsy Systare: Unkracen
7] B 3 || Prevaioreng Method:  Manual i

3. Select Next

to continue.

Studio

Introduction
Operating System
Machine Management
Master Image

Virtual Machines
Computer Accounts

Summary

Introduction

| Machine Catalogs are collections of physical or virtual machines that you assign to users,
You create Catalogs from Master Images or physical machines in your environment.

Important The Master Image or physical machine that you use to create a Catalog must
have a Virtual Delivery Agent installed. Also, ensure that the operating system is up-ta-
date and that applications are installed,

Before you begin, make sure that you:
#® |dentify the types of desktops and applications your users need

#® Choose a Catalog infrastructure (for example, whether to power manage wirtual
machines)

® Have a technology for creating and managing machines (such as Machine Creation
Services or Provisioning Services)

® Prepare your environment, including the Master Image, computer accounts, and
network interface card configuration.

Learn more

D Don't show this again

Back Next

Cancel
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4. On Operating System dialogue select Windows Desktop OS radio button then

select Next to continue.

Studio

tion

Operating System
Machine Management
Desktop Experience
Master Image

Virtual Machines
Computer Accounts

Summary

Machine Catalog Setup

Operating System

Select an operating system for this Machine Catalog,

Windows Server OS
The Server OS Machine Catalog provides hosted shared desktops for a large-scale
deployment of standardized machines.

@ Windows Desktop OS5
The Desktop OS5 Machine Catalog provides VDI desktops ideal for a variety of different
users,

Remote PC Access
The Remote PC Access Machine Catalog provides users with remote access to their
physical office desktops, allowing them to work at any time.

Back | m __ Cancel

On Machine Management dialogue accept defaults for Citrix Machine Creation
Services (MCS) and then select Next to continue..

Studio

Machine Management
Desktop Experience
Master Image

Virtual Machines
Computer Accounts

Summary

Machine Catalog Setup

Machine Management

This Machine Catalog will use:
# Machines that are power managed (for example, virtual machines or blade PCs)

Machines that are not power managed (for example, physical machines)

Deploy machines using:

®) Citrix Machine Creation Services (MCS)
Resources: ResourceName
Citrix Provisioning Services (PVS}

Another service or technology
| am not using Citrix technology to manage my machines. | have existing machines
already prepared.

On the Desktop Experience dialogue select the I want users to connect to a new
(random) desktop each time they logon radio button and then select Next to

continue.
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Studio Desktop Experience

Which desktop experience do you want users to have?
¥ Introduction @ | want users to connect to a new (random) desktop each time they log on.

M O Hystem () | want users to connect to the same {static) desktop each time they log on.
+ Machine Management

7

Desktop Experience Do you want to save any changes that the user makes to the desktop?
Master Image

Yes

® Yes, save changes on a separate Personal vDisk
= . eate a dedicated virtual machine and save changes on the local disk.
Virtual Machines
No, discard all changes and clear virtual desktops when the user logs off.
Computer Accounts ) i B A R 4

Summary

If DHCP is not available use Static desktops, also make sure to use a dedicated virtual
machine and save changes on the local disk.

On the Master Image dialogue expand the virtual machine that you wish to deploy from
and browse down until you can select the Snapshot you wish to use for the random
pool. Select Next to continue.

Studio Master Image

The selected master image will be the template for all virtual machines in this catalog. (A master
image is alsc known as a clone, golden, or base image.)

Use the VDA for HDX 3D Pro when selecting a GPU-enabled snapshet or virtual machine.
+ Introduction

Select a snapshot (or a virtual machine):
b (W] TXTVMWETWOO vt @

» [ TXTVMWFTWO03t @
XTVMWETWOO5vt - FCD @
Master Image ‘ - [ TXTVMWXDT000 @

+ Operating System

+ Machine Management
+" Desktop Experience ‘

Virtual Machines * (D Pre - MCS Deployment @

Computer Accounts » (D MCS Ready Snapshot @

b [ Win7 @
Summary o

Select the VDA version installed on this snapshot {or virtual machine):

7.6 (recommended, to access the latest features) e

Machines will require the selected VDA version (or newer] in order to register in Delivery Groups.
that reference this machine catalog. Learn more

7. On the Virtual Machines dialogue specify the Number of virtual machines needed
and then select Next to continue.
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Studio Virtual Machines

Number of virtual machines needed:

Configure your machines:

+ Introduction
+ Operating System

+ Machine Management Name: MCS Ready Snapshot

+ Desktop Experience
Virtual CPUs: 2 2 +
+ Master Image ‘
Virtual Machines Memory (MB): . =]+
Computer Accounts ‘ Hard disk (GB): 72 72

Summary

8. On the Active Directory Computer Accounts select the Domain to create machines
in, browse the OU tree and select the OU to create machine accounts in, the OU
should be displayed in the Selected location display field. Specify an Account
naming scheme (append ## to the name for automatic numeric increments) then
select Next to continue.

Studio Active Directory Computer Accounts

Each machine in a Machine Catalog needs a corresponding Active Directory computer account.

Select an Active Directory account option:

¥ Introduction g, Create new Active Directory accounts

¥ Operating System () Use existing Active Directory accounts

P Rahine Managerient Active Directory location for computer accounts:

« Desktop Experience Domain:

Browse other domains... ¥ ]

+ Master Image ‘

+ Virtual Machines » f@ Computers =
Computer Accounts ¥ (@ DisabledUsers
Summary ‘ b M@ Domain Controllers

o

Selected location: ‘ Default OU |

Account naming scheme:
[vmwpresd flos -]

VMWXDTO12

: =l
9. On the Summary dialogue enter the Machine Catalog name and then select Finish

button to continue.
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Studio summary
Machine type: Windows Desktop OS
Vlilohiction Machine management: Virtual
+ Operating System Provisioning method: Machine creation services (MCS)
Desktop experience: Users connect to a new desktop each time they log
+ Machine Management on
+ Desktop Experience Resources: ResourceName
+ Master Image Master Image name: MCS Ready Snapshot
+ Virtual Machines VDA version: 7.6 (recommended, to access the latest features)
 Computer Accounts Number of VMs to create: 4 d
P ES
Summary Machine Catalog name:
[vhw 3o DI |
Machine Catalog iption for ini: (Optional)
Example: Windows 7 5P1 desktops for the London Sales office |
To complete the deployment, assign this Machine Catalog to a Delivery Group by selecting
Delivery Groups and then Create or Edit a Delivery Group.

e Windo|

o to Svstem in Con

10. A progress bar will be displayed on the Studio dialogue while the machines are
being provisioned. Select Hide progress button to allow the process to complete in
the background.

Creating Catalog VMW XDT VDI...
-

Copying the master image

Hide progress

11. A progress bar continues to be displayed on the center pane of the Machine
Catalogs screen in Citrix Studio.

Filt Acton View Help
« = 2(m B
1 Conole Root = Actions
4 B Citrie Snadio (Sitel ceationhiarne)| JELETPS : :
O Search
| machine Carsiags| Ho.of machices | Alocsted mact_ | B Create Machine Caslog
B, Delrery Graoups J o Voew »
[ Palicies & M
- ; Refresh
F Logging Windewet Desktop OF (Virtual) [ o |5 e
4 @ Configunation &liocation Type: Random User data: Discard Frovisioning method: Machine or_. | [l Help
B Adeninctrators B - =
B Cortralies |Masterimages: =
™ Hosting W Add Muchines
Ifﬂ. :,:::f.‘ W Edithachine Cotalog
v
ik Bpp-V Publishing B View bachinn:
2 B Citrix SteveFront B Delets Machine Catalog
B Server Group sl Rerans Machine Cataleg
U:::Nuwn [@ TestMathine Catalog
Recenver for Web B Hen
% NetScaler Gatewny
¥ Beacons
Machine =
'
Installed VDA version:  Unknewn L
Operating System: Unknewn
< [ Y| P -
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12. Once the machine catalog is created, we go back and re-enable the vGPU profiles in
the next step

11.4 CONFIGURING VIRTUAL MACHINE TO
ENABLE VGPU PROFILES

Perform the following procedure to each VM provisioned in either a Random or
Static Machine Catalog. Use a Static Machine Catalog if DHCP is not available.

CAUTION: If using static assigned IP addresses boot machines up and assign IP addresses
before adding Shared PCI device for vGPU. VMware console mouse is not responsive and

usable with vGPU enabled.

1. In the vSphere Web Client right click on a VM in the Catalog. Select Edit Setting
to open the VM Settings dialogue.

i b/ 10222 21262 Ba

Undsted 8 5510 £ | At s gVERHERELOCAL = |

2. On the VM Edit Settings dialogue click on the New device drop down menu at
the bottom and select Share PCI device.
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[ TXTVMVUXDT S001 - Edit Settings (2w

( virtual Harcware | V1 Options | SDRS Rules | vApp Options |

v [ cPU [2 I~ @
3 Mew Hard Disk ——
L [:1 ExistingHaraDisk (M8 [~]
» (2 Hard disk 1 &5 RDM Disk [me ||
» (2 Hard disk 2 [ ||
Bl Metwork
» &, SCsl controller 0 -
» [ Metwork adapter 1 | @ CDIDVD Dive | v‘| [ Connect...
» (@) CDIDVD drive 1 | [ Floppy Drive | v'|
» [@] video card | | -
EE serial Port S
» 58 VMCI device
[=) Parallel Fort
+ Other Devices Host USE Device
USB Controller
SCSI Device
| PCI Device
|# Shared PCl Device
SCSI Controller
SATA Controller
New device: [ —— Select—— |v]
Compatibility: ESXi 6.0 and later (VM version 11) oK Cancel

3. Select Add button to add the Shared PCI Device to the VM.
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(31 TXTVMWXDTS001 - Edit Settings

(7) "

( virtual Hardware | VM Options | SDRS Rules | vapp Options |

» @ cPU (2 |- @

» W Memory [ 4098 |-)(we  |-]
» (2 Hard disk 1 16 = (we  [+]
» & Hard disk 2 72 “les |+

3 SCSl controller0 LSl Logic SAS

» [FE Metwork adapter 1 | WM Network

|v.| [¥] Connect..

» (@ CODVD drive 1 | Client Device

M

» [ video card | Specify custom settings

M

» 252 VMCI device

» Other Devices

New device: | [& Shared PCI Device

|v] Add

Compatibility: ESXi 6.0 and later (VM version 11)

oK

Cancel

4. Select the GPU Profile for this VM and then Select OK to close the dialogue and

save the VM.
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(2} »

[ TXTVMWXDTS001 - Edit Settings "
[‘u’irtual Hardware | Wi Options | SDRS Rules | wApp Options |
v Il cPU (2 -] ©
» # llemory | 4096 | ~| | mB |v |
» (& Hard disk 1 16 (me ||
» 2 Hard disk 2 72 e |+
3 SCSlcontroller 0 LSI Logic SAS
» [ Network adapter 1 | VI Network |v | M connect...
» (@) CD/DVD drive 1 | Client Device |~
» [ video card | Specify custom settings | |
b s VMCI device
» Other Devices
~ Hew PCl device [ NVIDIAGRID vGPU |-
GPU Profile Jorid_k280q T|
grid_k280q 5 are unavailable when
grid_k2a0q esent. You cannot
grid_k240q e or restore snapshots
grid_k200
New device: | E Shared PCl Device | v| Add
Compatibility: ESXi 6.0 and later (VM version 11) 0K Cancel

5. Repeat for all VM’s provisioned on the Machine Catalog.

11.5 CREATING A XENDESKTOP DELIVERY
GROUP FOR THE MASTER IMAGE

(OPTIONAL)

Although this is not a required step, the following procedure can be used to validate the
communication paths between the end user and the target VMs that will be created from
this master before they are created. This can reduce troubleshooting time and rework.

Perform the following procedure to configure the master image access through

Citrix Receiver.

1. Login to the XenDesktop server and open Citrix Studio.
2. Right-click on Delivery Groups from the left hand pane and select the Create

Delivery Group menu item.
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File Adion View  Help
«w =(m B[

1 Consule Rust .
PR - R R CITRIX
£ Search

= Machine Ca

[ 2o Publishing

2 B Coe Snorefront

[ Server Growp

2 Authentication

B storer

B e fen et

3 Heticaler Gatrway

¥ Bracen

Mo hems selected

3. On the Create Delivery Group dialogue select the Next button to continue.
< e

Studio Getting started with Delivery Groups

j Delivery Groups are collections of desktops and applications that are created from
Machine Catalogs. Create Delivery Groups for specific teams, departments, o types of

Introduction users, and base them on either a desktop or a server operating system.

WMachines
Make sure you have enough machines available in a suitable Catalog to create the Delivery
Machine allocation Groups that you nesd.
Delivery Type
Users

StoreFrant

Summary

["] Don't show this again

4. On the Machines dialogue select the master image catalog that we create
earlier. Select the Next button to continue.
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Studio

+ Introduction
Machines
Machine allocation
Delivery Type
Users.

StoreFront

Summary

Machines

Select a Machine Catalog. The Type column is a summary of choices made when the Catalog
was created.

Catalog Type Machines

Master Images VDI Manual Static Local Disk

VMW XDT VDI VDI MCS Random 4
O VWMW XDT VDI-S VDI MCS Static Local Disk. 4

Machines assigned to users: 1

@ select specific machines that have been assigned te users on the following screen.

5. On the User Assignments dialogue optionally assign users to machines and
then select the Next button to continue.

Studio

+ Introduction
# Machines
Machine allocation
Delivery Type
Users
StoreFrant

Summary

User Assignments:
Machine name Users
(] TXT\TXTVYMWXDTO00 TXT\fdevoir

6. On the Delivery Type dialogue accept the default selection of Desktops
radio button and then select the Next button to continue.
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+ Machine allocation
Delivery Type
Users
StareFront

Summary

Creating XenDesktop Machine Catalogs and Delivery Groups

Create Delivery Group

Delivery Type

You can use the machines in the Catalog to deliver desktops or applications to your users,
Use the machines to deliver:
&) Desktops

Applications

Back Next Cancel |

7. On the Users dialogue select the Add button to use the Active Directory
Select Users and Groups to grant users or groups access to the delivery

group.

Studio

¥ Delivery Type
Users
StoreFront

Summary

Create Delivery Group

Users

Specify wha can use the applications and desktops in this Delivery Group. You can assign users
and user groups who log on with valid credentials.

Assign users:

Add users and groups

o | N [ oo |

8. On the Select Users and Groups dialogue search for and add the users and
groups that will be granted access to the delivery group. Select the OK button

to continue.
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Select this object tupe;
|Users or Groups | | Object Types... |

From this location;

|Entire Diirectory || Locations... |

Enter the object names to select [examples):

| Check Mames

9. On the Users dialogue select the Next button to continue.

Studio Lt

Specify who can use the applications and desktops in this Delivery Group. You can assign users
and user groups who log on with valid credentials.

+ Introduction | Assign users:

+ Machines Devoir, Friederich (TXT\idevoir)
+ Machine allocation
+ Delivery Type
Users.
StoreFront ‘

Summary

—

10. On the StoreFront dialogue accept the default to manually configure the
StoreFront address on the VM installed Citrix Receiver client. Select the Next
button to continue.
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Create Delivery Group

Studio StoreFront

You can configure Receiver on the machines in this Delivery Group so that users can access
additienal applications that arer't on the machines. Receiver can use a different StoreFront
: = server (that you select here or in the Configuration » Storefront node) compared with the
+ Introduction ; 2 ; 3

Hed servers (listed in the Citrix StoreFront console) used for connections to the machines themselves,
How do you want to configure Receiver on the machines in this Delivery Group?
(® Manually, using a StoreFront server address that | will provide later

Automatically, using the StoreFront servers selected below

StoreFront

Summary

Back | TS el

11. On the Summary dialogue enter a unique Delivery Group name, and
Display Name for the delivery group. Select the Finish button to complete
the creation of the delivery group.

Create Delivery Group

Studio Summary
Machine Catalog: Master Images
Machine type: ‘Windows Desktop OS
Allocation type: Static
Machines added: 1 assigned to users
Delivery type: Desktops
Users: Devoir, Friederich (TXT\fdevoir)
Scopes: ”

Summary

Delivery Group name:

T
Master Image

Display name:

Master Imagel

Delivery Group description, used as label in Receiver (optional):
I

[ eacc | TN | cone |

12. On the Delivery Groups center pane the newly created delivery group
should now be available. Double-click on the Delivery Group row on the
center pane to view the machines that are available for delivery.
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pane.

Pt e aebected

11.6 CREATING A XENDESKTOP DELIVERY
GROUP FOR THE POOLED MACHINE
CATALOG

Use the following procedure to create a delivery group for the pooled machine
catalog.

1. Right-click on Delivery Groups from the left hand pane and select the Create
Delivery Group menu item.
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File Adion View  Help
«w =(m B[

1 Consule Rust .
PR - R R CITRIX
£ Search

= Machine Ca

[ 2o Publishing

2 B Coe Snorefront

[ Server Growp

2 Authentication

B storer

B e fen et

3 Heticaler Gatrway

¥ Bracen

Mo hems selected

2. On the Create Delivery Group dialogue select the Next button to continue.
< e

Studio Getting started with Delivery Groups

j Delivery Groups are collections of desktops and applications that are created from
Machine Catalogs. Create Delivery Groups for specific teams, departments, o types of

Introduction users, and base them on either a desktop or a server operating system.

WMachines
Make sure you have enough machines available in a suitable Catalog to create the Delivery
Machine allocation Groups that you nesd.
Delivery Type
Users

StoreFrant

Summary

["] Don't show this again

3. On the Machines dialogue select the random pool catalog that we create
earlier. Select the Next button to continue.
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Studio

+ Intreduction
Machines
Delivery Type
Users
StareFront

Summary

Machines

Select a Machine Catalog. The Type column is a summary of choices made when the Catalog
was created.

Catalog Type Machines
O VMW XDT VDI VDI MCS Random

) VMW XDTVDI-S VDI MCS Static Local Disk 4

Choose the number of machines for this Delivery Group: l:l

ACTI Ninc

4. On the Delivery Type dialogue accept the default selection of Desktops
radio button and then select the Next button to continue.

Studio

+ Introduction

# Machines
Delivery Type
Users.
StoreFront

Summany

Delivery Type

You can use the machines in the Catalog to deliver desktops or applications to your users.
Use the machines to deliver:

(®) Desktops

() Desktop and applications

) Applications

5. On the Users dialogue select the Add button to use the Active Directory
Select Users and Groups to grant users or groups access to the delivery

group.
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Studio e

Specify who can use the applications and desktops in this Delivery Group. You can assign users
and user groups wha log on with valid credentials.

+ Introduction Assign users:

¥ Machines |
: Add users and groups

+ Machine allocation

+ Delivery Type

Users

StoreFront ‘

Summary

6. On the Select Users and Groups dialogue search for and add the users and
groups that will be granted access to the delivery group. Select the OK button
to continue.

Select thiz object twpe:
|Users or Groups | | Object Types... |

From this location:

|Entire Diirectory || Locations... |

Enter the object names to zelect [examples):

| Check Mames

[rm)

7. On the Users dialogue select the Next button to continue.
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Users

StoreFront

Summary

Creating XenDesktop Machine Catalogs and Delivery Groups

Create Delivery Group

Users

Specify who can use the apolications and desktops in this Delivery Group. You can assign users
and user groups wha log on with valid credentials.

Assign users:

Devoir, Friederich (TXT\fdevair)

Add...

Back | (I | cancel |

8. On the StoreFront dialogue accept the default to manually configure the

StoreFront address on the VM installed Citrix Receiver client. Select the Next
button to continue.

Studio

StoreFront

Summary

Create Delivery Group

StoreFront

You can configure Receiver on the machines in this Delivery Group so that users can access
additional applications that arer't on the machines. Receiver can use a different StoreFront
server (that you select here or in the Configuration » StoreFront nods) compared with the
servers (listed in the Citrix StoreFront console) used for connections to the machines themselves.
How do you want to configure Receiver on the machines in this Delivery Group?

(® Manually, using a StoreFront server address that | will provide later

Automatically, using the StoreFront servers selected below

gack | LSO [ concel |

9. On the Summary dialogue enter a unique Delivery Group name, and

Display Name for the delivery group. Select the Finish button to complete
the creation of the delivery group.
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Studio Slminary
Machine Cataleg: VVMW XDT VDI-S
P Intdigien Machine type: Windows Desktop OS5
TR Allacation type: Static
Machines added: 4 unassigned
+ Delivery Type X
Delivery type: Desktops
¥ Users Users: Devoir, Friederich (TXT\fdevoir)
+ Storefront Scopes:
Summary

Delivery Group name:

[ Random Pool |

Display name:
[Random Pool |

Delivery Group description, used as label in Receiver (optional):

| |

10. On the Delivery Groups center pane the newly created delivery group
should now be available. Double-click on the Delivery Group row on the
center pane to view the machines that are available for delivery.

e Acton  View
P
1 Congale Aot :
» B3 Cite Srudic (sl aeasianhans) | I ) 8
D Seaech
= suchine Catalegi

L Agp-VPublithing B Tum On Maintesance Mods
4 B3 Citem BareFront s Rename Delivery Group
B Seria Group T Delete Debvery Graup
2 tunthenticatian g
Sored B virw Machines
B Becerves foe Wit 1@ Test Dusay Graup
3 Metiealer Gateany B e
T Bracons
L
s [
off
< o .

14. The machines available for this Delivery Group will be listed in the center
pane.
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utiers
ciTrix <iesivadt- ” =
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11.7 CONNECTING TO THE CITRIX DELIVERED
DESKTOP FOR THE FIRST TIME.

Perform the following procedure to access the Citrix delivered virtual machines
for the first time.

1. Using Internet Explorer or your favorite web browser navigate to the
XenDesktop servers StoreFront URL. If you are not sure what this URL is
login to the XenDesktop server and open Citrix Studio. On the Left-hand
pane select the Receiver for Web menu option. Note the Website URL
displayed on the center pane.

“ i Sudio =1
Fle Acan Voew Hep
oo 2w
Canante Actions
«Be Recewver for Web -
Crente Webiite
View N
# Laggeg I :Patstm
4 i Canfiguration Help
B, Admnierators
: Store Wb Racaiver -

Craase Buthenticason Methods

: A4 Shokets to Websites
Store Web Receiver

bl Remave Wbt
httgeteremttwEU St Aestroncomy CitriuStare H Hep

Ve

U narme and psswesd

Status

Al StoreFrnnt using HTTR not TS,

2. Open the Receiver for Web URL in a web browser. If Citrix Receiver client is
not installed a prompt will be displayed to Install the client. Select the I
agree with the Citrix license agreement check box. Select Install to begin
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installation of the Citrix Receiver client. Alternately select the Log on link to
skip the installation and continue to Receiver for Web.

el e

Be

3. Enter User name domain account and password, then select Log On to
continue.

Citrix Receiver

4. The Delivery Group resources that the logged in user has been granted access
to will be displayed on the Receiver for Web catalog page. Select the Master
Image icon, to test that XenDesktop functionality is configured properly.
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5. The Desktop Viewer will display with a connecting message.

- SR |

'm Miaster mage - Deskiop Viewer

Master Image

Connecting ..

6. When the image is fully loaded the Windows Desktop will be displayed.

7. The drop down tab at the top can be accessed to enter Full Screen mode.
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8. The Citrix HDX 3DPro Lossless Indicator notice is displayed when you
change screen attributes such as entering full screen mode. This is indicating
that the ICA session is being graphically accelerated with the HDX 3D Pro
technology.

- ‘ -

Citrix HDX 30Pro Lossless Indicator ™ *

Bl Doutée Ciick the icon to know mare..

1044 P
It
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10. The NVIDIA Control Panel will indicate which of the GRID Profiles is
loaded.

= el = |
File Edit Deskiop Help.
Q-0 |6
Select 3 Task... ] 3
= 20 settrgs

A i NVIDIA %
o CONTROL PANEL

Set up suitgle deplays
= deo

At s coie setongs
Adpst video mage veltngs

i cestem Informanen e . £ _—
o] m

11. Repeat these steps to validate other delivery group configurations.
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Chapter 12. TESTING, MONITORING, &

BENCHMARKING

This chapter describes various means of testing and benchmarking your NVIDIA GRID
installation, including;:

» NVIDIA System Management Interface (NSMI)

» Testing and simulation applications and tools

12.1 TESTING VIRTUAL DESKTOPS VS
PHYSICAL ONES, AN IMPORTANT
DIFFERENCE!

Its important to note that virtualization is a shared environment, allowing for
efficiencies and administrative ease that are impossible with bare metal installs across
the enterprise. Where a physical workstation or PC is one solution that meets a variety
of business requirements, virtualizing those same workloads is a very different solution.
As a result the testing and benchmarking must be looked at in a similar light. Where the
goal on bare metal is to maximize performance at that desktop, with virtual desktops the
goal is to maximize performance not only at the desktop, but also all the way out to
whatever device over whatever bandwidth the end user is connecting with.

NVIDIA CONFIDENTIAL
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12.2 NVIDIA SYSTEM MANAGEMENT
INTERFACE

The NVIDIA System Management Interface (NSMI) is a command line utility based on
the NVIDIA Management Library (NVML). The NVML helps you manage and monitor
NVIDIA GPU devices by allowing you to query and (if you have the appropriate
privileges) modify the GPU device state. Information can be reported in either XML or
human-readable plain text using either standard or file output. Refer to the NSMI
documentation and see Chapter 14, Troubleshooting, on page 193 for more information.

NSMI is designed for Tesla and Fermi-based Quadro devices; however, it does offer limited
support for other NVIDIA GPUs as well.

NSMI ships with the graphics drivers for the following operating systems:
» 64-bit Windows Server 2008R2
> 64-bit Windows 7

» Linux

12.2.1  Querying NSMI

To obtain a system-wide overview of the NVIDIA GPUs, call the nvidia-smi command
without any arguments:
$ nvidia-smi

In the following example system output, a single virtual machine Win7-c01 is utilizing a
GRID K2 with the K240Q vGPU profile, and the GPU utilization for the GPU that is
hosting the vGPU profile is 7%.

The NSMI documentation is available at
http:// developer.download.nvidia.com/compute/cuda/6_0/rel/gdk/nvidia-smi.331.38.pdf.

e S S S +
| NVIDIA-SMI 340.49 Driver Version: 340.49 |

| -------------------------- e S +
|GPU Name Persistence-M | Bus-I1d Disp.A | Volatile Uncorr. ECC |
|Fan Temp Perf Pwr:Usage/Cap| Memory-Usage | GPU-Util Compute M. |
| ===+ . |
| 0O GRID K2 Off]0000:09:00.0 OFf] Off |

IN/A 52C P8 30W / 117W ]917MiB/4095MiB | 7% Default |
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e e e e e | NSV VSV SN +
I 1 GRID K2 OFf]0000:0A:00.0 OFF] OFF |

| N/A 43C PO 50W / 117W |11MiB/4095MiB I 0%  Default |
e b e +
I 2 GRID K2 OFf|0000:85:00.0 OFf] OFF |

| N/A 42C PO 51W / 117W|11MiB /4095MiB | 0%  Default |
e e e e e | NSV VSV SN +
I 3 GRID K2 OFF|0000:86:00.0 OFF] OFF |

| NJA 37C PO 39W / 117W| 11MiB /4095MiB | 0%  Default |
e e e +
000000000 V0 SV SV SV S SV S NSNS SNV SV SN SV +

| Compute processes: GPU Memory |
| GPRUPID Process name Usage |

SP-00000-001_v01.0/.] 184



Testing, Monitoring, & Benchmarking

12.2.2  Monitoring

Adding command switches allows you to use NSMI to monitor GPU performance
metrics. To monitor the GPU utilization for the GPU hosting the vGPU (not the vGPU
utilization) in the section 12.2.1, Querying NSMI example on page 183, use the following
command switches:

» -idis the PCI address of the device being queried. You can determine the address
from the nvidia-smi output or by using the gpuvm command.

» -format is the desired output format (CSV format, in this example).

» -—query is the types of data you wish to query and output. Be sure to separate date
using commas, and refrain from using spaces.

» -1 is the number of seconds to loop the query (3 seconds in this example)

» > Win7-c01-GPU. log redirects the console output into a file.
Press [CTRL]+[C] to stop logging.
This following example logs GPU performance to the file Win7-c01- GPU log:

$ nvidia-smi --1d=000:09:00.0 --format=csv --query-
gpu=utilization.gpu,utilization.memory,memory.
total ,memory.used,memory.free -1 3 > Win7-c01-GPU. log

Begin collecting GPU metrics by launching an application. When finished, press
[CTRL]+[C] to stop logging.

Use the following command to display the logging results:
$ cat Win7-c01-GPU.log

The system returns output similar to the following:
utilization.gpu [%], utilization.memory [%], memory.total [MiB],
memory.used [MiB], memory.free [MiB]

0 %, 0 %, 4095 MiB, 915 MiB, 3180 MiB

26 %, 12 %, 4095 MiB, 915 MiB, 3180 MiB
9 %, 1 %, 4095 MiB, 916 MiB, 3179 MiB

17 %, 3 %, 4095 MiB, 916 MiB, 3179 MiB
34 %, 22 %, 4095 MiB, 916 MiB, 3179 MiB
34 %, 23 %, 4095 MiB, 916 MiB, 3179 MiB
39 %, 25 %, 4095 MiB, 916 MiB, 3179 MiB
29 %, 12 %, 4095 MiB, 916 MiB, 3179 MiB
25 %, 12 %, 4095 MiB, 916 MiB, 3179 MiB
55 %, 33 %, 4095 MiB, 916 MiB, 3179 MiB
35 %, 6 %, 4095 MiB, 916 MiB, 3179 MiB
30 %, 5 %, 4095 MiB, 916 MiB, 3179 MiB
37 %, 6 %, 4095 MiB, 916 MiB, 3179 MiB
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15 %, 1 %, 4095 MiB, 916 MiB, 3179 MiB
11 %, 1 %, 4095 MiB, 916 MiB, 3179 MiB
21 %, 1 %, 4095 MiB, 916 MiB, 3179 MiB
25 %, 4 %, 4095 MiB, 916 MiB, 3179 MiB
26 %, 5 %, 4095 MiB, 916 MiB, 3179 MiB
27 %, 5 %, 4095 MiB, 916 MiB, 3179 MiB
16 %, 1 %, 4095 MiB, 916 MiB, 3179 MiB
10 %, 1 %, 4095 MiB, 916 MiB, 3179 MiB

26 %, 12 %, 4095 MiB, 916 MiB, 3179 MiB

28 %, 6 %, 4095 MiB, 916 MiB, 3179 MiB
29 %, 6 %, 4095 MiB, 916 MiB, 3179 MiB
31 %, 7 %, 4095 MiB, 916 MiB, 3179 MiB
33 %, 7 %, 4095 MiB, 916 MiB, 3179 MiB
20 %, 4 %, 4095 MiB, 916 MiB, 3179 MiB
37 %, 7 %, 4095 MiB, 916 MiB, 3179 MiB
24 %, 5 %, 4095 MiB, 916 MiB, 3179 MiB
24 %, 5 %, 4095 MiB, 916 MiB, 3179 MiB

9 %, 1 %, 4095 MiB, 916 MiB, 3179 MiB

51 %, 8 %, 4095 MiB, 916 MiB, 3179 MiB
52 %, 8 %, 4095 MiB, 916 MiB, 3179 MiB
53 %, 9 %, 4095 MiB, 916 MiB, 3179 MiB
56 %, 9 %, 4095 MiB, 916 MiB, 3179 MiB
54 %, 9 %, 4095 MiB, 916 MiB, 3179 MiB
44 %, 8 %, 4095 MiB, 916 MiB, 3179 MiB
44 %, 8 %, 4095 MiB, 916 MiB, 3179 MiB
46 %, 7 %, 4095 MiB, 916 MiB, 3179 MiB
10 %, 1 %, 4095 MiB, 916 MiB, 3179 MiB
29 %, 4 %, 4095 MiB, 917 MiB, 3178 MiB
43 %, 9 %, 4095 MiB, 917 MiB, 3178 MiB
44 %, 9 %, 4095 MiB, 917 MiB, 3178 MiB
45 %, 9 %, 4095 MiB, 917 MiB, 3178 MiB

2 %, 0%, 4095 MiB, 915 MiB, 3180 MiB
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You can use a graphing application to display the overall GPU utilization and GPU

memory utilization.

100%
90%
80%
70%
b0%
50%
40%
30%
20%
10%

0%

s tilization.gpu [36] w— ytilization.memory [%]

Figure 12-1. Graphed Log Output
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12.3 TESTING/SIMULATING APPS AND
TOOLS

This section contains numerous examples of tools and applications used for testing
performance, benchmarking, and other verification purposes.

12.3.1 Browsers

» HTML 5 (Fishbowl): ie.microsoft.com/testdrive

» Internet Explorer: http://windows.microsoft.com/en-us/internet-explorer/download-
ie

» Chrome: chrome.google.com

» Firefox: www.mozilla.org/firefox

» FaceBook: www.facebook.com

» NVIDIA: www.nvidia.com

» ESPN: www.espn.com

12.3.2 Microsoft

» Office 2013 (turn on and off GPU Acceleration): http://www.microsoft.com/en-
us/evalcenter/evaluate-office-professional-plus-2013

12.3.3 Dassault

» SolidWorks: http://www.solidworks.com/sw/purchase/solidworks-trial.htm

» eDrawings Horizoner (SolidWorks Horizoner):
http://www.edrawingsHorizoner.com/ed/download.htm

» Samples (SeaScooter, etc.):
http://www.edrawingsHorizoner.com/ed/edrawings-samples.htm

» Catia: www.3ds.com/products-services/catia

12.3.4 PTC

» Creo: www.ptc.com/product/creo
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12.3.5 Siemens

» Siemens NX: http://www.plm.automation.siemens.com/en us/products/nx/

12.3.6  OpenGL

» FurMark: http://www.ozone3d.net/benchmarks/fur

» Unigine: http://unigine.com/products/benchmarks/
e Heaven (newest): http://unigine.com/products/heaven/

e Valley: http://unigine.com/products/valley/

e Tropics: http://unigine.com/products/tropics/

e Sanctuary: http://unigine.com/products/sanctuary/

12.3.7 Lego Designer

» Lego Designer: http://Idd.lego.com/en-us/

12.3.8 Adobe

» Reader: get.adobe.com/reader

» Acrobat: www.adobe.com/Acrobat XI

» Creative Cloud Suite: www.adobe.com/CreativeCloud

» PhotoShop (with high-resolution images): www.adobe.com/Photoshop

» Illustrator: www.adobe.com/Illustrator

12.3.9 BitSquid Stone Giant

» Bitsquid Stone Giant: http://www.bitsquid.se/gallery-stone giant.html

12.3.10 Google Earth

» Locally installed: https://www.google.com/earth/explore/products/desktop.html

» Chrome delivered: https://www.google.com/earth/explore/products/plugin.html

12.3.11 Hulu/YouTube videos

» Try an assortment of videos with dialogue, as this is critical for the video playback
test (making sure lips are moving in time with the audio).
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12.3.12 Redway Turbine 3D

» Redway Turbine 3D: http://www.redway3d.com/news/news290609.php

12.3.13 AutoDesk

» AutoCAD: http://www.autodesk.com/products/autocad/free-trial

» Revit: http://www.autodesk.com/products/revit-family/free-trial

» Revit samples: http://grabcad.com/library/software/autodesk-revit

» Inventor 2015 SP1 Update 2

12.3.14 Slicer3D

» Slicer 3D: http://download.slicer.org/

12.3.15 FutureMark

» 3DMark: http://www.futuremark.com/benchmarks/3dmark

» PCMark: http://www.futuremark.com/benchmarks/pcmark8
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Chapter 13.
KNOWN ISSUES

This section lists some of the known issues that are current as of the publication date of
this manual.

13.1 UNINSTALLING EXISTING VSGA VIB TO
INSTALL THE NVIDIA VGPU VIB

You must uninstall an existing NVIDIA VIB file before installing a new vSGA or
vGPU VIB. As of this publication, the NVIDIA VIBs for vSGA and vGPU are mutually
exclusive.

NVIDIA CONFIDENTIAL
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To uninstall the NVIDIA VIB file for the purposes of upgrading the vib, issue the

following command:
esxcli software vib remove -n NVIDIA-vgx-VMware vSphere 6 Host Driver

The output should be:

Removal Result
Reboot Required: false VIBs Installed:
VIBs Removed: NVIDIA bootbank NVIDIA-vgx-
VMware_vSphere 6 _Host Driver_340.49- 10EM.600.0.0.1951118 2014-10-06
VIBs Skipped:

To verify the installation status of the NVIDIA V1B, issue the following command in a
vSphere shell:
esxcli software vib list | grep NVIDIA

» If an NVIDIA VIB is not installed, the command will not return any output.

» If an NVIDIA .VIBisinstalled, the output will be:

NVIDIA-vgx-VMware_ vSphere 6 Host Driver 340.49-10EM.600.0.0.1951118
NVIDIA VMwareAccepted 2014-10-06

NVIDIA WDDM lIssues

After installing the NVIDIA WDDM driver in a VM and connecting with Citrix Receiver,
the desktop will not be visible from the HostClient console.

» Without a console, the vSphere Web Client can still provide the IP address of a VM.

13.2 VGPU-ENABLED VMS AND NVIDIA-SMI
FAIL TO START.

If vGPU-enabled VMs are assigned too high a proportion of the server’s total memory,

one of more of the VMs may fail to start with the error “The available Memory
resources in the parent resource pool are insufficient for the

operation”, and nvidia-smi run in the host shell returns the error "-sh: can"t fork".

For example, on a server configured with 256G of memory, these errors may occur if
vGPU-enabled VMs are assigned more than 243G of memory. Reduce the total amount
of system memory assigned to the VMs.
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13.3 INSTALLATION ON A CISCO UCS240M3

The error message Error loading /tools.t00 Fatal error: 10 (Out of

resources) may occur when installing vSphere 5.5. Use the following procedure to
resolve this issue:

1. Enter the system BIOS by pressing [F2].
2.Select the Advanced tab in CIMS.

3.Expand the PCI Configuration section.

» PCI Configuration

4.Change the MMCFG BASE setting from Auto to 2GB.
5.5ave your changes and reboot the system.

6.Reinstall vSphere.

13.4 VMOTION AND DRS NOT SUPPORTED

Virtual machines utilizing vGPU,or vDGA/pass-through, or SR-IOV, do not support
vMotion or similar live motion functionality due to the dependence on a physical
hardware resource. Cold motion, shutting down the virtual machine and moving it to
another identically GPU equipped host, works well.
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TROUBLESHOOTING

This section contains procedures for resolving common issues.

Before troubleshooting or filing a bug report, review the release notes for information about
known issues with the current release, and potential workarounds.

14.1 TROUBLESHOOTING PROCEDURE

If a vGPU-enabled virtual machine either fails to start or does not display any output
when it does start, follow these procedures to narrow down the probable cause.

» Confirm the GPU Installation on page 196
» Verify the .VIB Installation on page 197

» Confirm .VIB Loading on page 197

» Confirm PCI Bus Slot Order on page 198

14.1.1 Check for X.Org Server Issues

If vGPU-enabled virtual machines fail to start, confirm that the X.Org server is
functioning, as this is a fundamental service and necessary for vGPU. You can do this
via the web UI of the vSphere Web Client, or via SSH to that vSphere host.

NVIDIA CONFIDENTIAL
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14.1.1.1 Managing X.0rg Server via the Web Client

1.

Using the VMware vSphere Web Client, browse to the host in question via the menu
on the left. From Home, click Hosts, then drill down and single click on a specific
host. Now using the view on the main window to the right, click the Manage tab,
then the Settings sub-tab, then scroll down then menu to the Security Profile section
as shown below. On the Security Profile list, scroll down to the Services section, look

for X.Org Server:

vmware* vSphere Web Client = Updated at 205PM ) | Adminiztrator@ ERELOCAL =

i 1031235141 Actions -

| C4 Home k) Getling Started  Summary  Monitor | Manage | Relsted Objects

B | & a a

| | T — T T T -
|+ (3 veenterappt nvigia lab m Mobwarking | Storage | Alarm Definitions | Tags | Femigsions

w [l PEG
o 7
¥ B Management . Dirmet Consolg LI Running
w I Production Tima Cornfiguration = ESHM Shell Funning
Ruthentication Services 85H Running
B 10.31.235112 Conficate Load-Based Tearning Dae Running
10.31. 235145
LEWorhslauon Poier Mangoment Active Direclory Senvice Stopped
L NTP Caeman Running
Rubsancid Systiem Sattings
PCiEC Smart Card Deamon  Stopped
System Rosouw o
Reservation CIM Sarvar Stopped
et oA
= Gyshog Sarvar Runnin
System Swap " i v
VProbe Dasmon Slopped
= Hariware
‘Wbware vCenter agent Running
Procassors
HiOng Server Slopped
Moy
Graphics Lockdowm Mods
Piviier Maiai irisil Wihen enabled, lockdown mode prevents remiote uzers from
Iepging dismclly inlo This hosl The hostwill only be accessible
- .
. P Denvicary ¥ Ihnaugh e local consoda or &0 aulhorized centalized -

2.In the Services section you can see the current reported status of the X.Org Server
service, to change or restart it single click on X.Org Server, then click Edit:
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- e s 5
Navigator B 103123541 shons > (=
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I‘_ @2EnLréﬁ wm—_g e ['BRHIRGE rsotwarking | Storage | atamm Definiions | Tags | Pemissians |
» [y 56 - VERMWD a080 (TCPY Al .
» B Managemaent
0 rodunlun Time Configuration *| sorvices E
H 1031 73511 Authentication Sendces
[ 10.31.235.12 Caniais fak it )
B 10.21.23515 Direct Console LI Running
(s Workstation FORM Nt ESM Bhelt Running
Advantnd System Seftings g5H Runrning
Sysiem Resowrco Load-Based Tearing Dae..  Running
R Acthar Directory Sendte Sloppod
m NTP Daemon Funning
Syainm Bwey ¥ PCISC SmatCard Dasmon  Stopped
+ Hardwate CIM Sarver Slopped
PrOCOSsOrs BMMP Sarver Slopped
Mnory Byshog Sarver Runining
Graphics ‘WProbe Dagmon Slopped
Pawer Management Wiktwate vCanber Agend Funning
- o] [omsine Sloppen -

3.The service edit window appears, showing current reported status and allowing you
access to starting, stopping, restarting, and managing service behavior on server
boot. For a vGPU host you want the service to start and stop with the host. In the
example below we show the service as stopped, click Start:

(Zh

Sar and slop wih hast

Ta provide access o & sendon ar client, check the coresponding bax
By default, daemons wil star sutornatically when any of thair posts are opened, and stop when all of their ports are tosed

Hame Dasmon
1M Server Stoppad
ENMP Barms Stopped
Syslog Senver Running
YPrabe Daarmon Stoppad
Whbware voenles Agent Runiing
H.Owg Barvar Shopped
= Bervice Detaids  Stopped

Blalus Stopped

Start
Mote: Ackon vl take place (Fmedistaly
Btartup Policy | S1an ana stop with nost -

L_on

|{_cancer |

4. The window will refresh and the service should start.
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Ta providé Access b a seracd of client, check the comesponding bax
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Hama Daemon

CIM Sereer Stopped
BNMP Bermr Stopped
Syslog Server Running
Wenobe Daamon Stoppad
Widware vCenler Agent Running
H.0wg Barver Running
= Derie Defadds Rupning

Blalus Running

Btop Restan

Mote: Action will take place Immediataly
Startup Palicy Start and stop wilh host -

Baarl and slop with hast

Troubleshooting

? »'|

(i nncel

5.Check that your vGPU guests can now start.

» Managing X.Org via CLI on page 198

» Check NVIDIA-SMI on page 201

14.1.2 Confirm the GPU

Installation

Run the following command on the vSphere host to confirm that the graphics adapter
has been physically installed correctly, and that vSphere is aware of the device:

$ Ispci | grep -i display

Output should look similar to the following:

0000:09:00.0 Display controller:
0000:0a:00.0 Display controller:
0000:0d:00.0 Display controller:
[Pilot] ServerEngines (SEP1)

0000:85:00.0 Display controller:
0000:86:00.0 Display controller:

NVIDIA Corporation NVIDIAGRID K2 [vmgfxO]
NVIDIA Corporation NVIDIAGRID K2 [vmgfx1]
Matrox Electronics Systems Ltd. MGA G200e

NVIDIA Corporation NVIDIAGRID K2 [vmgfx2]
NVIDIA Corporation NVIDIAGRID K2 [vmgfx3]

In this example, the bottom two devices 85:00.0 and 86:00.0 are associated with one

of the two K2 cards.

Run the following command to list details about the GPUs listed above:

$ esxcli hardware pci list -c 0x0300 -m Oxff
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You should see output similar to the following for each of the device class 0x300
(Display):

0000:85:00.0

Address: 0000:85:00.0 Segment: 0x0000

Bus: 0x85 Slot: 0x00 Function: 0xO

VMkernel Name: vmgfx2

Vendor Name: NVIDIA Corporation Device Name: NVIDIAGRID K2 Configured Owner:
Unknown Current Owner: VMkernel

Vendor ID: 0x10de Device ID: Ox11bf SubVendor 1D: O0x10de SubDevice ID: 0x100a
Device Class: 0x0300

Device Class Name: VGA compatible controller Programming Interface: 0x00
Revision ID: Oxal Interrupt Line: OxOb IRQ: 11

Interrupt Vector: 0x3e PCl Pin: 0x00

Spawned Bus: 0x00 Flags: 0x0201 Module ID: 18 Module Name: nvidia Chassis: 0O
Physical Slot: 4294967295

Slot Description: Chassis slot 5; function 0; relative bdf 01:00.0

Passthru Capable: true Parent Device: PCl 0:132:8:0

Dependent Device: PCI 0:133:0:0 Reset Method: Bridge reset

FPT Sharable: true

14.1.3 Verify the .VIB Installation

Run the following command using a shell on the host server to confirm that the vib is
installed:

$ esxcli software vib list | grep NVIDIA

If the vib is installed, then the output should like something like this:

NVIDIA-vgx-VMware_ vSphere 6 Host Driver 340.49-10EM.600.0.0.1951118
NVIDIA

VMwareAccepted 2014-10-06

14.1.4  Confirm .VIB Loading

To confirm that the NVIDIA module has been loaded, run the following command:

$ esxcfg-module -1 | grep nvidia

The result should be:

nvidia 4 10576

If there is no output, manually load the module by issuing the following command:

$ esxcli system module load -m nvidia

You can verify that the module loaded using the following command:
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$ cat /var/log/vmkernel _log | grep NVRM

Include any NVRM specific output from /var/log/vmkernel . log in any support
requests regarding module loading errors.

The vmkernel . 10g should be one of the first places you look when troubleshooting vGPU
issues.

14.1.5 Confirm PCI Bus Slot Order

If you installed a second lower-end GPU in the server, it is possible that the order of the
cards in the PCle slots will choose the higher-end card for the vSphere console session. If
this occurs, either swap the two GPUs between PCle slots or change the Primary GPU
settings in the server BIOS.

14.1.6  Check for X.0rg Server Issues

If vGPU-enabled virtual machines fail to start, confirm that the X.Org server is
functioning, as this is a fundamental service and necessary for vGPU. You can do this
via the web UI of the vSphere Web Client, or via SSH to that vSphere host.

14.1.6.1 Managing X.Org Server via the Web Client

6. Using the VMware vSphere Web Client, browse to the host in question via the menu
on the left. From Home, click Hosts, then drill down and single click on a specific
host. Now using the view on the main window to the right, click the Manage tab,
then the Settings sub-tab, then scroll down then menu to the Security Profile section
as shown below. On the Security Profile list, scroll down to the Services section, look
for X.Org Server:
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7.In the Services section you can see the current reported status of the X.Org Server
service, to change or restart it single click on X.Org Server, then click Edit:
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- Production fime Confimuration. = services [ Ew |
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8.The service edit window appears, showing current reported status and allowing you
access to starting, stopping, restarting, and managing service behavior on server
boot. For a vGPU host you want the service to start and stop with the host. In the
example below we show the service as stopped, click Start:
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10. Check that your vGPU guests can now start.

14.1.6.2 Managing X.Org via CLI

1.Using SSH, connect to the host running vGPU and log in.

n PuTTY is a useful Windows based tool to gain SSH access to a host.

Troubleshooting
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2.Check the status of X.Org Server:

$ /etc/init.d/xorg status

If the X.Org server is operating correctly, the system displays the following output:

Xorg0 started
Xorgl started
Xorg2 started
Xorg3 started

If the X.Org server is not running, the system displays the following output:

Xorg is not running

3.Start the X server using the following command:

$ /etc/init.d/xorg start

The system should return the following messages:

Xorg0 started
Xorgl started
Xorg2 started
Xorg3 started

4.To troubleshoot an X.Org startup issue, examine the log file for NVIDIA- and/or
GPU-related message using the following command:

$ cat /var/log/Xorg.log | grep -E "GPU]nv”

14.1.7 Check NVIDIA-SMI

The NVIDIA System Management Interface (NSMI) is the primary tool to see how much
of each GPU is in use when using the NVIDIA driver. To see data about the physical
card, run NSMlon the host by issuing the following command in an SSH session:

$ nvidia-smi

This shows various details of GPU status and usage at the time the command is issued.
(The data display is not dynamically updated).
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The system returns output similar to the following:

| NVIDIA-SMI 340.49 Driver Version: 340.49 |

| -------------------------- e S +
|GPU Name Persistence-M | Bus-I1d Disp.A | Volatile Uncorr. ECC |
|[Fan Temp Perf Pwr:Usage/Cap]| Memory-Usage | GPU-Util Compute M. |

I S===c=c=1= + I

I 0 GRID K2
INJA 52C P8  OFF]0000:09:00.0 OFF|
30W / 117W |917MiB/4095MiB |

7% Off |

Default |

Pococcooomnococoommnocooommos S Poccccocommoocooommoooo +
| 1 GRID K2 Off]0000:0A:00.0 Off] Off |

| N/JA 43C PO 50W / 117W |11MiB/4095MiB | 0% Default |
Y S S T S S Y S S S +
| 2 GRID K2 Off]0000:85:00.0 OFf] Off |

| N/A 42C PO 51W / 117W|11MiB /4095MiB | 0% Default |
Pococcooomnococoommnocooommos S Poccccocommoocooommoooo +
| 3 GRID K2 Off]0000:86:00.0 OFf] Off |

| NJA 37C PO 39W / 117W] 11MiB /4095MiB | 0% Default |
Y S S T S S Y S S S +
e +
| Compute processes: GPU Memory |

| GPUPID Process name Usage |

The Volatile GPU-Util metric is the most meaningful for troubleshooting, which shows the
percentage of the cores on each GPU that are busy at that point in time. This metric can help
troubleshoot performance problems, such as by helping you determine whether a GPU is being
overloaded.

NSMI requires CPU and other system resources. Repeated loading and running of this
command can cause a reduction in performance. Instead use the loop command by
adding a -1 to the command, such as # nvidia-smi -1I

If you do not specify a delay value, then NSMI will refresh every five seconds. See the
NSMI documentation for further usage information.
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14.1.8 Resolving Black Screen Errors

This issue may occur with high-resolution displays or multi- monitor configurations.
Use the following procedure to correct this issue:

1. Open vCenter.

2. Select the Settings tab for the virtual machine.
3.Select the video card.
4.Select Specify custom settings.

5.Adjust the video memory value higher (such as 32 MB, 64 MB, or 128 MB), as
needed; see the Video Memory Calculator for recommended settings.

14.1.9  Multi-monitor Display Issues

Some older GRID K1 and GRID K2 BIOS do not support multi- monitor mode. Contact
the vendor for updated BIOS and updating instructions.

14.2 ENABLING VM CONSOLE VNC ACCESS

Enabling VNC support in the virtual machine will negatively impact performance and
should only be used for troubleshooting driver or connection issues when using vGPU
within the virtual machine.

To enable VNC access for the virtual machine console, add the following to the virtual
machine's .VMX file:

RemoteDisplay.vnc.enabled = TRUE

RemoteDisplay.vnc.port = 5901

RemoteDisplay.vnc.password = your-password

You will need to either manually open the port(s) in the virtual machine’s firewall
settings or disable it completely.

CAUTION: THESE INSTRUCTIONS ASSUME THAT THE VM IS BEING USED AS A PROOF-OF-
CONCEPT ONLY AND THAT DISABLING THE FIREWALL WILL THEREFORE POSE ONLY A MINIMAL
SECURITY BREACH. ALWAYS FOLLOW YOUR ESTABLISHED SECURITY PROCEDURES AND BEST
PRACTICES WHEN SETTING UP SECURITY FOR A PRODUCTION MACHINE OR ANY ENVIRONMENT
THAT CAN BE ACCESSED FROM OUTSIDE YOUR NETWORK.
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14.3 FILING A BUG REPORT

When filing a bug or requesting support assistance from NVIDIA, it is critical to include
information about the environment, so that the technical staff that can help you resolve
the issue. Include in this information details on the host and virtual machine builds,
software versions for host and virtual machines, the hardware, the impacted
applications (with versions, patch levels, etc.) with screenshots or similar, and any
service ticket numbers or similar help requests with other vendors.

NVIDIA includes the nvidia-bug-report.sh script within the .vib installation package to
help collect and package some of this critical information. The script collects the
following information:

» VMware version

» X.Org log and configuration

» PCIinformation

» CPU information

» GPU information

» esxcfg information for PLX devices
» esxcfg information for GPU devices
» VIB information

» NVRM messages from vimkernel.log
» System dmesg output

» Which virtual machines have vGPU or vSGA configured
» NSMI output

When running this script:

» You may specify the output location for the bug report using either the -o or —output
switch followed by the output file name. If you do not specify an output directory,
the script will write the bug report to the current directory.

» If you do not specify a file name, the script will use the default name nvidia-bug-
report.log.gz.
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» If the selected directory already contains a bug report file, then the script will change
the name of that existing report file to nvidia-bug-report.log.old.gz before generating
a new nvidia-bug-report.log.gz file.

To collect a bug report, issue the command:
$ nvidia-bug-report.sh

The system displays the following message during the collection process:
nvidia-bug-report.sh will now collect information about your system and
create the file "nvidia-bug-report.log.gz® in the current directory. It
may take several seconds to run. In some cases, it may hang trying to
capture data generated dynamically by the vSphere kernel and/or the
NVIDIA kernel module. Whille the bug report log file will be incomplete
if this happens, it may still contain enough data to diagnose your
problem.

Be sure to include the nvidia-bug-report.log.gz log file when reporting problems
to NVIDIA.
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USING WINSCP

This section describes how to upload a .VIB file using WinSCP. Before doing this:
» Ensure that SSH is enabled on vSphere.

» Download and install WinSCP on a Windows PC that has network connectivity to
your vSphere host.

Use the following procedure to upload a .VIB file using WinSCP:
1.Start WinSCP to display the Login screen.
2.Enter the connection details required to connect to the vSphere host.

3.Select Login to display the WinSCP Login window.

a% WinSCP Login n -Eim
ﬁmm rSession’
File protocol:
|sFTP =
Host name: Port number:
[10.21.68.159 | 2=
User name: Password:
Iruot Ioooouo.ol
Save vI Advanced... Ivl

Tools vI Manage ¥ Loﬁ]-r Close Help

u If this is your first time connecting to this server, a warning dialog will appear asking
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Using WINSCP

- you to confirm the connection.

4. Navigate to the local folder containing the .VIB file that you want to upload to the
vSphere host once the connection is established. Use the left pane of the WinSCP
interface.

5.Navigate to a data store you want to upload the .VIB file to using the right pane of
the WinSCP interface.

B (3 mdrone B QP FH @ | ¢ (e - | Tl st Dot =Hid-

S roet$10.20.88.190 | G e sessnn |

P — =) e BRI semeraeet « (BT gm0 MDD (AR T

1508 812072014

BB 2AGANDAFS OB SFITSMA R 0 6FE

6.Right-click the .VIB file and select Upload to upload the file to the host.
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Notice

The information provided in this specification is believed to be accurate and reliable as of the date provided. However, NVIDIA
Corporation (“NVIDIA”) does not give any representations or warranties, expressed or implied, as to the accuracy or
completeness of such information. NVIDIA shall have no liability for the consequences or use of such information or for any
infringement of patents or other rights of third parties that may result from its use. This publication supersedes and replaces
all other specifications for the product that may have been previously supplied.

NVIDIA reserves the right to make corrections, modifications, enhancements, improvements, and other changes to this
specification, at any time and/or to discontinue any product or service without notice. Customer should obtain the latest
relevant specification before placing orders and should verify that such information is current and complete.

NVIDIA products are sold subject to the NVIDIA standard terms and conditions of sale supplied at the time of order
acknowledgement, unless otherwise agreed in an individual sales agreement signed by authorized representatives of NVIDIA
and customer. NVIDIA hereby expressly objects to applying any customer general terms and conditions with regard to the
purchase of the NVIDIA product referenced in this specification.

NVIDIA products are not designed, authorized or warranted to be suitable for use in medical, military, aircraft, space or life
support equipment, nor in applications where failure or malfunction of the NVIDIA product can reasonably be expected to
result in personal injury, death or property or environmental damage. NVIDIA accepts no liability for inclusion and/or use of
NVIDIA products in such equipment or applications and therefore such inclusion and/or use is at customer’s own risk.

NVIDIA makes no representation or warranty that products based on these specifications will be suitable for any specified use
without further testing or modification. Testing of all parameters of each product is not necessarily performed by NVIDIA. It is
customer’s sole responsibility to ensure the product is suitable and fit for the application planned by customer and to do the
necessary testing for the application in order to avoid a default of the application or the product. Weaknesses in customer’s
product designs may affect the quality and reliability of the NVIDIA product and may result in additional or different conditions
and/or requirements beyond those contained in this specification. NVIDIA does not accept any liability related to any default,
damage, costs or problem which may be based on or attributable to: (i) the use of the NVIDIA product in any manner that is
contrary to this specification, or (ii) customer product designs.

No license, either expressed or implied, is granted under any NVIDIA patent right, copyright, or other NVIDIA intellectual
property right under this specification. Information published by NVIDIA regarding third-party products or services does not
constitute a license from NVIDIA to use such products or services or a warranty or endorsement thereof. Use of such
information may require a license from a third party under the patents or other intellectual property rights of the third party,
or a license from NVIDIA under the patents or other intellectual property rights of NVIDIA. Reproduction of information in this
specification is permissible only if reproduction is approved by NVIDIA in writing, is reproduced without alteration, and is
accompanied by all associated conditions, limitations, and notices.

ALL NVIDIA DESIGN SPECIFICATIONS, REFERENCE BOARDS, FILES, DRAWINGS, DIAGNOSTICS, LISTS, AND OTHER DOCUMENTS
(TOGETHER AND SEPARATELY, “MATERIALS”) ARE BEING PROVIDED “AS IS.” NVIDIA MAKES NO WARRANTIES, EXPRESSED,
IMPLIED, STATUTORY, OR OTHERWISE WITH RESPECT TO THE MATERIALS, AND EXPRESSLY DISCLAIMS ALL IMPLIED WARRANTIES
OF NONINFRINGEMENT, MERCHANTABILITY, AND FITNESS FOR A PARTICULAR PURPOSE. Notwithstanding any damages that
customer might incur for any reason whatsoever, NVIDIA’s aggregate and cumulative liability towards customer for the
products described herein shall be limited in accordance with the NVIDIA terms and conditions of sale for the product.

VESA DisplayPort

DisplayPort and DisplayPort Compliance Logo, DisplayPort Compliance Logo for Dual-mode Sources, and DisplayPort
Compliance Logo for Active Cables are trademarks owned by the Video Electronics Standards Association in the United States
and other countries.

HDMI

HDMI, the HDMI logo, and High-Definition Multimedia Interface are trademarks or registered trademarks of HDMI Licensing LLC.

ROVI Compliance Statement

NVIDIA Products that support Rovi Corporation’s Revision 7.1.L1 Anti-Copy Process (ACP) encoding technology can only be sold
or distributed to buyers with a valid and existing authorization from ROVI to purchase and incorporate the device into buyer’s
products.

This device is protected by U.S. patent numbers 6,516,132; 5,583,936; 6,836,549; 7,050,698; and 7,492,896 and other
intellectual property rights. The use of ROVI Corporation's copy protection technology in the device must be authorized by
ROVI Corporation and is intended for home and other limited pay-per-view uses only, unless otherwise authorized in writing by
ROVI Corporation. Reverse engineering or disassembly is prohibited.

OpenCL

OpenCL is a trademark of Apple Inc. used under license to the Khronos Group Inc.

Trademarks

NVIDIA, the NVIDIA logo, NVIDIA GRID, and NVIDIA GRID vGPU™ are trademarks and/or registered trademarks of NVIDIA
Corporation in the U.S. and other countries. Other company and product names may be trademarks of the respective
companies with which they are associated.

Copyright
© 2015 NVIDIA Corporation. All rights reserved.
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