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CHAPTER 1. ABOUT THIS DOCUMENT

This guide makes two assumptions about you: that you are interested in hosting
graphics accelerated applications in a virtual environment, and that you want to get a
suitable environment running quickly, even though you may have little or no experience
deploying a virtualized environment. This deployment guide is written to give you
enough information to successfully design, build, and execute a proof of concept (POC)
project using NVIDIA GRID™, VMware vSphere® 6.0 U2, and Citrix® XenDesktop® 7.12.
Once completed, this POC system will allow you to deliver virtual workstations (vWS)
and virtual PCs (vPC) with high resolution, graphics accelerated applications, remotely
to end users.

This section contains a brief overview of the technologies presented, an overview of the
chapters, and the formatting conventions. We also describe the lab environment used to
test the contents of this guide and capture the screenshots used.

1.1 ABOUT THE TECHNOLOGIES

Let’s start off with a brief description of the technologies involved.

1.1.1 NVIDIA GRID

NVIDIA GRID brings the power of NVIDIA GPU to virtual desktops, applications, and
workstations, with an immersive user experience for everyone, from office workers to
mobile professionals to designers. GRID technology meets the rising performance
demands of modern applications and Windows 10, bringing graphics acceleration to the
data center, enabling IT to centralize applications and data, and deliver virtual
workspaces that offer improved management security, and productivity. Business can
deliver cost-effective VDI performance that scales, transforming workflow and
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liberating users from the confines of PC’s and offices, collaborating in real-time, from
anywhere, using any device. IT can now virtualize 100% its users with a native
experience, achieving dramatically lower cost per desktop, with manageability that
ensures a consistently great user experience. NVIDIA GRID improves security, ensuring
data and IP are centrally stored and protected, while enabling business partners to
securely collaborate without risk.

The following NVIDIA GRID technologies are used in this guide:

» NVIDIA GRID vGPU Manager — This software runs in the hypervisor layer and
allocates physical GPU resources to VMs.

» NVIDIA GRID Monitoring — which provides features like:

» vGPU Discovery, which shows the currently active vGPU as well as supported
and creatable types of vGPU.

» vGPU Properties such as number of displays, maximum resolution, frame buffer
size, current license status and more.

» Utilization Reports, that provide metrics on encode and decode engine
utilization, and other features.

» NVIDIA® Quadro® Driver — Vendors of high-performance graphics applications
certify their software to work with NVIDIA Quadro drivers, and NVIDIA GRID
provides those same drivers for use in Virtual Workstations.

» NVIDIA GRID License Manager — This server software helps administrators deploy,
manage, and audit GRID license usage among virtual workstations, desktops, and
applications.

» NVIDIA® Tesla® multi-GPU boards — These provide the physical GPU and frame
buffer resources for the VMs to use.

1.1.2 VMware vSphere

VMware vSphere 6.0 U2 provides virtualization technology. vSphere consists of
VMware® ESXi™, which installs on bare-metal servers and provides the virtualization
necessary, and VMware® vCenter Server™ (simply referred to as vCenter) which
manages the ESXi servers and provides a consolidated, centralized user interface. This
guide uses vSphere to supply the hypervisor that will create the virtual workstations
and desktops.

1.1.3 Citrix XenDesktop

The following Citrix XenDesktop technologies are included in this guide:
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» Citrix® StoreFront™ - A web based, self-service portal for users to access their virtual

desktops and other resources.

» Citrix Studio - a centralized management console for administrators to create
deployment groups of virtual workstations and desktops to be consumed.

» Citrix License server - A server to audit and provision licenses for the XenDesktop

environment.

» Citrix Virtual Desktop Agent (VDA) - Software that resides within the virtual
workstation or desktop and provides access to the end user.

» Citrix Receiver - Client software enabling the end user to connect to virtual desktops

and other resources.

» Citrix Director - A web based, daily management console for administrators and

help desk staff to view and take action on user sessions as well as environment

reports.

» Citrix Delivery Controller - A server to broker and manage user connections and

environment configuration details.

Figure 1-1 shows the key components of a XenDesktop deployment.

Client-side network DMZ Server-side network

o
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3

. StoreFront

Citrix
Director
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Database
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Figure 1-1 Citrix XenDesktop components diagram
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2 ORGANIZATION

This manual contains the following chapters.

>

Chapter 1 — About this Document: Explains the conventions used in this document,
related documentation, and a list of acronyms.

Chapter 2— Getting Started: Introduces you to NVIDIA GRID technology and guides
you through preparing to deploy GRID with Citrix XenDesktop.

Chapter 3 - Installing VMware ESXi 6.0 U2: Guides you through preparing a bootable
USB drive and installing vSphere 6 on the selected host.

Chapter 4 — Installing VMuware vCenter Server 6.0 U2: Instructions for installing and
configuring VMware vCenter 6 Server, either Windows or OVA Linux virtual
appliance.

Chapter 5- GRID software preparation: Explains how to build a license server, obtain
licenses, and register for NVIDIA Support, Update, and Maintenance Subscription
(SUMS)

Chapter 6 — NVIDIA GRID vGPU Manager Installation: Step-by-step guide to
downloading, preparing, uploading, installing, or uninstalling an NVIDIA GRID
vGPU Manager VIB file.

Chapter 7 — Building Citrix XenDesktop 7.12: Instructions for installing and
configuring Citrix XenDesktop 7.12.

Chapter 8 — Selecting GRID vGPU profiles: Understanding the range of available
profiles and how to select the correct ones for your user groups.

Chapter 9 — Application Based Host Sizing Example — Esri: give basic guidance on how
to size host resources to accommodate a typical GPU dependent application.
Chapter 10 — Creating your first GRID Virtual workstation : Guides you through
configuring a GRID vGPU for a single guest desktop to create a template.

Chapter 11 — Creating XenDesktop Machine Catalogs and Delivery Groups: Using Citrix
Studio to create a random pool of GRID vGPU powered desktops using a single
GRID vGPU profile.

Chapter 12 — Testing, Monitoring, & Benchmarking: Describes procedures for testing
and benchmarking your NVIDIA GRID deployment.

Chapter 13 — Known Issues: Lists known issues related to vCenter, NVIDIA, and
hardware.

Chapter 14 — Troubleshooting: Provides a procedure for resolving common issues.
Chapter 15 — Using WINSCP: Describes how to use WINSCP to transfer files.

SP-00000-001_v01.0/.| 11



About this Document

1.3 FORMATTING CONVENTIONS

This document uses several formatting conventions to present information of special
importance.

Lists of items, points to consider, or procedures that do not need to be performed in a
specific order appear in bullet format:
» Item1

» Item?2
Procedures that must be followed in a specific order appear in numbered steps:

1. Perform this step first.

2. Perform this step second.

Specific keyboard keys are bolded and capitalized, for example: ESC. If more than one
key should be pressed simultaneously, it is displayed as KEY1+KEY 2, for example
ALT+F4.

Interface elements such as document titles, fields, windows, tabs, buttons, commands,
options, and icons appear in bold or italics text.

Menus and submenus have the notation Menu->» Submenu. For example, “Select
File->Save” means that you should first open the File menu, and then select the Save
option.

Specific commands appear in standard Courier font. Sequences of commands appear in
the order in which you should execute them and include horizontal or vertical spaces
between commands. The following additional formatting also applies when discussing
command-line commands:

Plain-text responses from the system appear in bold Courier font.

This manual also contains important safety information and instructions in specially
formatted callouts with accompanying graphic symbols. These callouts and their
symbols appear as follows throughout the manual:

CAUTION: Cautions alert you to the possibility of a serious error, data loss, or

other adverse condition

Notes provide helpful information
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1.4 RELATED DOCUMENTATION

If you're just getting started with NVIDIA GRID, see NVIDIA GRID Technology for basic
information.

Refer to Resources for NVIDIA GRID for additional information about NVIDIA GRID
technology, including;:

Datasheets

Guides and Solution Overviews
Case Studies

White Papers

Videos

vy v v v ¥

For a list of GRID certified servers, see Certified Servers.

For information on VMware vSphere and ESXi installation check the documentation at
About vSphere Installation and Setup.

1.5 THE DEPLOYMENT GUIDE LAB

To write this guide, test the steps necessary, gather the screenshots, and research what
would become the contents, we used the following servers:

Table 1-1  Lab Servers

Role Manufacturer GPU CPU Memory
Management host | Supermicro None Intel Xeon E5- 64 GB
1650 v3 @ 3.50
GHz
vGPU host HPE 2 X NVIDIA Intel Xeon CPU 768 GB
Tesla M60 E5-2697 v4 @
2.30GHz

The Management server hosted the following services in virtual machines (VM).

VMware vCenter Server Appliance (VCSA), Linux based
Microsoft Windows Active Directory server

VMware vCenter Server on Windows

NVIDIA GRID License server

Citrix XenDesktop components

vy v v v ¥
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The production server was used to host the virtual workstations and desktops, which
were based on Microsoft Windows 10 Professional x64. The management server hosted
the infrastructure components (Active Directory, Citrix XenDesktop, GRID License
Server) which were based on Windows Server 2012 R2, excepting the VMware vCenter
Server Appliance, a Linux based system.

Centralized storage provides a host of benefits to a virtualized environment, but they
can frequently be slower than local disk. Disk latency on a SAN can be problematic as
well, causing overall application delays. We used a Dell EMC XtremelO Storage device
connected with 10Gb Ethernet. We found this provided adequate speed and low latency
while also giving us a centralized storage environment.

It is not necessary to have all the listed equipment building a POC environment; in fact,
it can be done on a single physical server. This would not, however, be representative of
a recommended enterprise deployment. To give your POC the best chance of wide
adoption and general favorability, build the POC as close as possible to production
design. Here are some guidelines we’ve found useful for planning your POC:

» Given that CPU is the most common bottleneck in many visualization applications, it
is strongly recommended to avoid putting non-GPU workloads on a GPU equipped
host. This allows those resources to be dedicated to provisioning guests with the
performance of NVIDIA GRID.

» By separating the management and production (or virtual desktop) clusters,
administrators can retain foundational services and exported virtual machines while
reinstalling new versions of code.
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CHAPTER 2. GETTING STARTED

NVIDIA GRID software enables multiple virtual machines (VMs) to have simultaneous,
direct access to pools of physical, data center proven NVIDIA Tesla GPUs, using a
microhypervisor installed within the host hypervisor stack. It leverages a feature rich
SDK to provide monitoring and management, and the same proven NVIDIA graphics
drivers that are deployed on non-virtualized operating systems. This gives VMs
unparalleled graphics performance and application compatibility, together with cost-
effectiveness and scalability. This is brought about by sharing a GPU among multiple
VMs.

This chapter covers how NVIDIA GRID fundamentally alters the landscape of desktop
virtualization. It describes the NVIDIA GRID architecture, the types of virtual GPUs
supported, and key standards supported by GRID.

This guide focuses on the deployment of full virtual desktops as opposed to streamed
applications or other solutions such as Citrix XenApp®. Citrix XenApp is supported on
NVIDIA GRID, but is outside the scope of this guide.

2.1 WHY NVIDIA GRID?

As IT seeks to fully realize the power of virtualization, end user computing has
remained a stumbling block. Organizations want the benefits of greater elasticity of
scale, data security, and simplified manageability. However, adoption of desktop
virtualization solutions has been limited by their failure to deliver a consistently great
user experience that’s equivalent to physical PC’s and workstations.

Increasingly, today’s operating systems like Microsoft Windows 10, and modern
applications including office productivity tools, browsers, and multimedia, demand
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levels of graphics performance and user experience not traditionally supported by
desktop and application virtualization. NVIDIA GRID addresses the deficiencies of VDI
by bringing graphics acceleration to the virtualized data center, enabling IT to extend
the reach of virtualization to every user, from task workers to designers, delivering
unparalleled NVIDIA graphics performance and a great user experience that rivals
physical PC’s.

This new “graphics-accelerated data center” is the realization of a fully-virtualized end
user computing environment, where NVIDIA GPU technology powers every desktop,
every app, and every workstation, making virtualized workspaces accessible to an
enterprise’s entire workforce. NVIDIA GRID brings the power of NVIDIA GPU to
virtual desktops, applications, and workstations, with an engaging user experience for
everyone, from office workers to mobile professionals to designers. GRID technology
meets the rising performance demands of modern apps and Windows 10, bringing
graphics acceleration to the data center, enabling IT to centralize apps and data, and
deliver virtual workspaces that offer improved management security, and productivity.
Business can deliver cost-effective VDI performance that scales, transforming workflows
and liberating users from the confines of PC’s and offices, collaborating in real-time,
from anywhere, using any device. IT can now virtualize 100% of its users with a native
experience, achieving dramatically lower cost per workstation, with manageability that
ensures a consistently great user experience. NVIDIA GRID improves security, ensuring
data and intellectual property are centrally stored and protected, while enabling
business partners to securely collaborate remotely.

2.2 NVIDIA GRID ARCHITECTURE

Using GRID software, NVIDIA Tesla GPUs can be virtualized, making them capable of
supporting multiple virtual GPU devices (vGPUs) that can be assigned directly to VMs.
The VMs present the vGPU to its guest OS as an instance of the shared physical GPU.
The guest OS inside the VM sees the vGPU as if it were a physical GPU, down to the
model number. The Guest uses the vGPU in the same way it would a physical GPU that
has been passed through by the hypervisor. An NVIDIA driver loaded into the VM’s
guest OS leverages direct access to the GPU for performance and critical fast paths. Non-
critical performance management operations use a para-virtualized interface to the
GRID vGPU Manager. Figure 2-1 shows the NVIDIA GRID system architecture.
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Figure 2-1 NVIDIA GRID System Architecture

GRID vGPUs are comparable to conventional GPUs in that they have a fixed amount of
GPU frame buffer and one or more virtual display outputs or heads. Multiple heads
support multiple displays. Managed by the NVIDIA GRID vGPU Manager software
installed in the hypervisor, the vGPU frame buffer is allocated out of the physical GPU
frame buffer at the time the vGPU is created. The vGPU retains exclusive use of that
frame buffer until it is destroyed.

All vGPUs resident on a physical GPU share access to the GPU’s engines, including the
graphics (3D), and video decode and encode engines. The physical GPU has an internal
scheduler that assigns all the GPU engine resources to a particular VM’s graphics
requests while that VM is scheduled. The input and output data for these requests are
stored in the frame buffer assigned to that VM, so that one VM doesn’t overwrite
another’s data. Figure 2-2 shows the vGPU internal architecture.
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Figure 2-2 NVIDIA GRID vGPU Internal Architecture

Another innovation of the GRID architecture is support for NVIDIA Encode (NVENC)
video encode acceleration with Citrix HDX 3D Pro. NVENC allows the hypervisor to use
the physical GPU when encoding H.264 video output for transmission. Without
NVENC, the server would use extra CPU cycles in the process of encoding the video
stream. With NVENC, remote desktop software can more quickly encode frames,

leading to increased performance for hosted applications. Figure 2-3 gives an overview
of NVENC operation.

To find out more about NVENC, please refer to the following website:

NVIDIA VIDEO CODEC SDK

And for Citrix documentation:

GPU acceleration for Windows Desktop OS
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NVENC OVERVIEW

SERVER with GRID GPU CLIENT

Encode

GRID GPU WORKLOAD

NOM GPU WORKLOAD

Figure 2-3 NVENC overview

2.3 SUPPORTED GPUS

NVIDIA GRID software is supported on Tesla M60 and Tesla M10 boards, both of which
implement multiple physical GPUs, as well as the Tesla M6 single GPU MXM for blades:

>

Tesla M60 is a PCI Express board with two high-end Maxwell GPUs, optimized for
high performance

Tesla M10 is a PCI Express board with four mid-tier Maxwell GPUs, optimized for
high density

Tesla M6 is an MXM board with a single high-end Maxwell GPU optimized for use
in blade servers.

The Tesla Maxwell series succeeds the original GRID K1 and K2 cards, and provides
several new features:

>

vy v v v VY

Maximum screen resolutions up to 4096 X 2160
Increased user density

Support for NVIDIA® CUDA® and OpenCL™ software.
Blade server MXM support (M6)

H.264 encoding on the GPU

Monitoring and management
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» Linux support

The Tesla M6 is a single GPU blade optimized MXM module. The Tesla M60 and Tesla
M10 are full height, full length, double width PCl-e cards, and are typically passively
cooled (no onboard fan) requiring certified servers designed to properly power and cool
them. Refer to NVIDIA Certified Servers to see all supported server platforms and cross-
reference the NVIDIA list against the VMware vSphere HCL for servers. This list
continues to grow rapidly, check back often for more certified platforms.

Each card requires auxiliary power cables connected to it, see the specification
charts for specific pin counts. Most servers require an enablement kit for proper
mounting of the Tesla and GRID GPU cards. Check with your server OEM of
choice for more specific requirements.

GRID can also be run on the first-generation GRID K1 and K2 GPU cards, however
they don’t benefit from GRID software features.

For more information, see the NVIDIA GRID datasheet.

2.4 TESLA M60/M6 SPECIFICATIONS

Table 2-1 lists the Tesla M60 and M6 hardware specifications.

Table 2-1  Tesla M60 and Tesla M6 Hardware Specifications

Tesla M60 Tesla M6
Number of 2 1
GPUs
Total NVIDIA | 2048 per GPU (4096 total) 1536
CUDA Cores
Total Memory | 8GB GDDR5 per GPU (16GB total) 8 GB GDDR5
Size
Max Power 300 W 100 W
Board Length | 10.5 4.134
Board Height | 4.4 3.228
Board Width Dual slot MXM 3.1 type B form factor
Display 10 None None
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Aux Power 8-pin connector 8-pin connector

PCle x16 x16

PCle Gen3 (Gen2 compatible) Gen3 (Gen1 compatible)

Generation

Cooling Passive Passive

Solution

Complete See See

TeCh.nical ) https://imaqes.nVidia.Com/Content/Ddf httD://imaqes.nvidia.comlcontent/pdf
specifications | /tes|a/tesla-m60-product-brief.pdf Jtesla/tesla-m6-product-brief.pdf

Note: Refer to_http://www.nvidia.com/object/grid-technology.html for more specifications.

2.5 TESLA M10 SPECIFICATIONS

Table 2-2 lists the Tesla M10 hardware specifications.

Table 2-2 Tesla M10 Hardware Specifications

Tesla M10
Number of GPUs 4
Total NVIDIA CUDA | 640 per GPU (2560 total)
Cores
Total Memory Size | 8GB GDDR5 per GPU (32GB total)
Max Power 225 W
Board Length 10.5
Board Height 4.4
Board Width Dual slot
Display 10 None
Aux Power 8-pin connector
PCle x16
PCle Generation Gen3 (Gen2 compatible)
Cooling Solution Passive
Complete See
Technical http://images.nvidia.com/content/pdf/tesla/Tesla-
Specifications M10-Product-Brief.pdf

Note: Refer to http://www.nvidia.com/object/grid-
technology.html for more specifications.
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Table 2-3  GRID K1/K2 Hardware Specifications
GRID K1 GRID K2
Number of GPUs 4 2

Total NVIDIA CUDA Cores

192 per GPU (768 total)

1536 per GPU (3072 total)

Total Memory Size

4GB DDR3 per GPU (16GB
total)

4 GB GDDR5 per GPU (8GB total)

Max Power 130 W 225 W

Board Length 10.5 10.5

Board Height 4.4 4.4

Board Width Dual slot Dual slot
Display 10 None None

Aux Power 6-pin connector 8-pin connector
PCle x16 x16

PCle Generation

Gen3 (Gen2 compatible)

Gen3 (Gen2 compatible)

Cooling Solution

Passive

Passive

Complete Technical
Specifications

See http://www.nvidia.com/

content/grid/pdf/
GRID K1 BD-06633-001 v02.pdf

See http://www.nvidia.com/

content/grid/pdf/
GRID K2 BD-06580-001 v02.pdf

Note: Refer to http://www.nvidia.com/object/grid-technology.html for more specifications.

2.7 GRID VGPU PROFILES

Allocation of physical GPU frame buffer to virtual GPUs is controlled by vGPU profiles.
Selection of a profile defines the amount of graphics frame buffer memory assigned to
the vGPU, and subsequently how many virtual desktops can share that physical GPU.
For example, a Tesla M60 physical GPU can support up to eight Tesla M60-1q vGPUs on
each of its two physical GPUs (for a total of 16 vGPUs), but only two Tesla M60-4q
vGPUs (for a total of eight vGPUs). You cannot oversubscribe frame buffer and it must
be shared equally for each physical GPU, but you can select different profiles for each
GPU. Like a GRID K2 card, the Tesla M60 with its two physical GPUs can support up to
two different profiles, while the Tesla M10 can support up to four. See Homogenous GRID
vGPUs on page 25 for more detail.
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Each physical GPU can support several different types of vGPU, each having a fixed
amount of frame buffer, number of supported display heads and maximum resolutions,
and targeted at different classes of workload.

Table 2-4 lists the GRID vGPU types supported on Tesla M60, M6, M10, with GRID
software, and the GRID K1 and K2 cards. It also shows the GRID software versions for
each vGPU profile: Virtual Workstation (vWS), Virtual PC (vPC), or Virtual Applications

(VApps).

Table 2-4  GRID vGPU Types

GRID Maximum
Software vGPUs
Version
S
ieii,-o,, Frame | Virtual
Physical | 2.170 GRID | VGPU Buffer | Display | Max Per Per
Card GPUs Licensing) | Profile | (MB) Heads | Resolution | GPU | Board
Maxwell Architecture
Tesla Two VWS GRID
M60 M60-8Q 8192 4 4096x2160 | 1 2
(PCl-e) GRID 4096x2160
M60-4Q 4096 4 2 4
GRID 4096x2160
M60-2Q 2048 4 4 8
GRID 4096x2160
M60-1Q 1024 2 8 16
GRID
M60-0Q 512 1 2560x1600 | 16 32
vPC GRID
M60-1B 1024 4 2560x1600 | 8 16
GRID
M60-0B 512 1 2560x1600 | 16 32
VApps GRID
M60-8A 8192 1 1280x1024 | 1 2
GRID
M60-4A 4096 1 1280x1024 | 2 4
GRID
M60-2A 2048 1 1280x1024 | 4 8
GRID
M60-1A 1024 1 1280x1024 | 8 16
Tesla One vWS GRID
M6 M6-8Q 8192 4 4096x2160 | 1 1
(MXM) GRID
M6-4Q 4096 4 4096x2160 | 2 2
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,?AEI.BQ 2048 | 4 4096x2160 | 4 4
AGAE'_?Q 1024 |2 4096x2160 | 8 8
/?Agl.l())Q 512 1 25601600 | 16 | 16
vPC oAy 1024 4 2560x1600 | 8 8
AGAEI-I(D)B 512 1 25601600 | 16 | 16
VApps AGAE'_';A 8192 | 1 1280x1024 | 1 1
AGAE'_B o 40% |1 1280x1024 | 2 2
AGAE'_[Z’ L 2048 |1 1280x1024 | 4 4
32'_'13A 1024 | 1 1280x1024 | 8 8
mz{a Four VWS AGA%?BQ 8192 | 4 4096x2160 | 1 4
(PCl-e) 3'1%?4(1 409 | 4 4096x2160 | 2 8
I?AITS?ZQ 2048 | 4 4096x2160 | 4 16
3%?1 q 1024 2 4096x2160 | 8 32
AGA%'?OQ 512 1 2560x1600 | 16 | 64
vPC ﬁfg? g 1024 |4 2560x1600 | 8 32
AGA%'?OB 512 1 2560x1600 | 16 | 64
VAPps AGA%% A 8192 1 1280x1024 | 1 4
AGA%'? o 409 |1 1280x1024 | 2 8
SA%‘?Z A 2048 1 1280x1024 | 4 16
SATBD- 1024 |1 1280x1024 | 8 32
Kepler architecture
%QID Two fGeF:EJrzég E;Isgq 409 | 4 2560x1600 | 1 2
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(et esilable kae0q | 2048 2560x1600 4
Ko | 1024 2560x1600 8
k20q | 512 2560x1600 16
oxip | Four Kisoq | 409 2560x1600 4
e ORID 2.0 (K31RGIBQ 2048 2560x1600 8
vailable Ko | 1024 2560x1600 16
ki0q | 512 2560x1600 )

2.8 SUPPORTED GRAPHICS PROTOCOLS

This release of GRID includes support for:

» DirectX 12, Direct2D, and DirectX Video Acceleration (DXVA)

» OpenGL 4.5

» NVIDIA Capture SDK 5.0 (remote graphics acceleration)

CUDA and OpenCL are supported on these vGPUs:

GRID M60-8Q
GRID M10-8Q
GRID M6-8Q
GRID M60-8A
GRID M10-8A
GRID M6-8A

vy v v v v Y

2.9 HOMOGENOUS GRID VGPUS

To maintain predictable and stable performance, GRID software supports homogeneous
vGPUs on each specific physical GPU. At any given time, the vGPU profiles running on
a single physical GPU must be identical. However, this restriction does not extend to
physical GPUs on the same card. Like the GRID K1 and K2 before, each physical GPU on
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a Tesla M60 or Tesla M10 may host different types of vGPUs at the same time. For
example, a Tesla M10 card has four physical GPUs and can support up to four different
types of vGPU, one pre-physical GPU, allowing for great flexibility. Figure 2-4 shows an
example of vGPU distribution on the Tesla M60.

In the case of the blade optimized Tesla M6 there is only one GPU per MXM,
so one profile type can be assigned, but with multiple MXM'’s in a blade one
additional profile can be chosen for each.

Tesla M60 Card

A Tesla M60 card has two physical GPUs...

Physical GPU 0 w/ 8GB FB Physical GPU 1 w/ 8GB FB

Valid GRID Software configuration with M60-2Q profiles on first GPU, and M60-4Q on the other:

M60-2Q M60-2Q M60-2Q M60-2Q

Valid configuration with M60-2Q profiles on both physical GPUs:

M60-2Q M60-2Q M60-2Q M60-2Q M60-2Q M60-2Q M60-2Q M60-2Q

Invalid configuration with M60-2Q profiles and M60-4Q on one physical GPU:

Figure 2-4 Example of GRID vGPU Configurations on Tesla M60

2.10 GRID LICENSING

These NVIDIA GRID products are available as licensed products on NVIDIA Tesla
GPUs:

» Virtual Workstation (VWS)
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» Virtual PC (vPC)
» Virtual Applications (VApps)

GRID Virtual PC

This product is ideal for users who want a virtual desktop but need great user
experience leveraging Windows applications, browsers, and high definition video.
NVIDIA GRID Virtual PC delivers a native experience to users in a virtual environment,
allowing them to run all their PC applications at full performance.

GRID Virtual Workstation

This edition is ideal for mainstream and high-end designers who use powerful 3D
content creation applications such as Dassault’s CATIA and SOLIDWORKS, 3DExcite,
Siemens NX, PTC Creo, Schlumberger Petrel, and Autodesk Maya. NVIDIA GRID
Virtual Workstation allows users to access their professional graphics applications with
full features and performance, anywhere, on any device, with all the features and
performance delivered by the fully tested and supported NVIDIA Quadro driver.

GRID Virtual Applications

For organizations deploying XenApp or other RDSH solutions. It delivers Windows
applications at full performance. NVIDIA GRID Virtual Applications allows users to
access any Windows application at full performance on any device, anywhere. This
edition is suited for users who would like to virtualize applications using XenApp or
other RDSH solutions.

Table 2-5 summarizes the GRID License editions

Table 2-5 GRID License Editions

GRID License Edition GRID Features

GRID Virtual Application 7 Virtual GPUs for virtual application computing

GRID Virtual PC "] Virtual GPUs for business desktop computing

GRID Virtual Workstation 1 Virtual GPUs for midrange and high-end workstation computing
1 Workstation graphics on GPU pass-through

Licenses can be purchased from NVIDIA (http://www.nvidia.com/buygrid) or
customers may evaluate the licensing for a trial period. Customers who purchase
licenses will receive an email with direction on how to download and install their new
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licenses. Evaluation customers will immediately see a link connecting them to their
evaluation keys.

Once you’ve obtained your license, the GRID License Manager will help you manage
distribution and compliance. The GRID License Manager provides monitoring and
reporting on license usage for capacity planning and is included with the GRID software
packages. This License Manager can be installed on either a physical server or, more
likely, a dedicated virtual machine.

The following Figure 2-5 provides an overview of the GRID License management
system:

NVIDIA
License Licensing

i
1
Li <= ..:. License |.das

GRID Server GRID

v

VM
License file download
E

Licensed clients

License borrow/return

Figure 2-5 GRID Licensing management system

When enabled on Tesla GPUs, licensed editions of GRID products are activated by
obtaining a license over the network from an NVIDIA GRID License Server. The license
is “checked out” or “borrowed” at the time the Virtual Machine (VM) is booted, and
returned when the VM is shut down.

GRID licenses come in three editions that enable different classes of GRID features. The
GRID software automatically selects the right license edition based on the features being
used.

For more information on NVIDIA GRID Licensing, see the NVIDIA GRID Packaging
and Licensing .

Note: NVIDIA GRID and vGPUs require licensing for EULA compliance. To improve
end user experience, the GRID software will run with or without a valid license
server connection. NVIDIA GRID K1 and K2 GPUs do not require a license to run
vGPU.

SP-00000-001_v01.0/.| 28


http://images.nvidia.com/content/grid/pdf/161207-GRID-Packaging-and-Licensing-Guide.pdf
http://images.nvidia.com/content/grid/pdf/161207-GRID-Packaging-and-Licensing-Guide.pdf

Getting Started

2.11 GRAPHICS VS. COMPUTE MODE

NVIDIA Tesla GPUs are shipped in a configuration optimized for graphics applications.
However, they can also be configured for Compute mode, as listed in Table 2-6.

Table 2-6 Compute Mode Settings

Setting Value Notes

Classcode 3D Controller | This classcode indicates to operating systems (OS) that the GPU is
not intended for use as a primary display device.

Memory BAR 8 gigabytes | Tesla GPUs expose a large memory base address register (BAR) for
direct access to the frame buffer from the CPU, and other PCI
Express devices.

1/0 base BAR Disabled The GPU need not consume any legacy |/0 resources when used as a
non-display device.

ECC protection Enabled Error Correcting Code (ECC) is enabled on the GPU frame buffer to

protect against single- and multi-bit memory errors.

Collectively this GPU configuration is referred to as compute mode. While compute
mode is optimal for single-precision compute usage, it can cause compatibility problems
with OS and hypervisors when the GPU is used primarily as a graphics device:

» Some OS require that the GPU advertise a VGA display controller classcode for the
GPU to be used as a primary graphics device.

» Some hypervisors cannot support vDGA/pass-through of GPUs with large memory
BARs to guest virtual machines.

To address these problems, certain NVIDIA Tesla GPUs support graphics mode. The
settings for graphics mode are listed in Table 2-7.

Table 2-7 Graphics Mode Settings

Setting Value Notes

Classcode VGA Controller | This classcode indicates to OS that the GPU can function as a
primary display device.

Memory BAR 256 megabytes | The GPUs a smaller memory BAR for direct access to the frame
buffer.
1/0 base BAR Enabled The GPU exposes an 1/0 BAR to claim the resources required to

operate as a VGA controller.
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Setting Value Notes

ECC protection Disabled ECC protection is disabled by default, though it can still be
enabled by use of the nvidia-smi management tool

The mode of the GPU is established directly at power-on, from settings stored in the
GPU’s non-volatile memory. gpumodeswitch is the software used to program the mode
of the GPU by updating the GPU’s non-volatile memory settings.

To learn more about graphics vs. compute mode, see the_gpumodeswitch user guide.

Tesla M10 GPU Accelerators do not enable Compute mode. These are Graphics
mode only cards.

n For the purposes of this guide, all GPU will be set to graphics mode.

2.12 DISTRIBUTION OF GRID VGPUS

On each host the GRID vGPU guests should be distributed across all available physical
GPUs, ensuring the guests get the maximum available performance, versus loading up
the first physical GPU before moving on to the next to ensure maximum density. This is
referred to as breadth-first over depth-first distribution.
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Tesla M60 Card

Physical GPU 0 w/ 8GB FB Physical GPU 1 w/ 8GB FB

Breadth-first (default vSphere configuration) — 2 user example:

M60-2Q M60-2Q

Depth-first (optional vSphere configuration) — 2 user example:

M60-2Q

M60-2Q

Figure 2-6 Example of GRID vGPU Distribution on Tesla M60 Card

Architecturally the challenge comes with guests of different profiles but for the same
card type, for example the M60-1Q and M60-8Q are both M60 profiles. In this case, it
would be possible for the pool of M60-1Q guests to be spread across all available GPUs
on a host, leaving no free GPUs for the M60-8Q pool. If there is another M60 host
available, then the second pool can start placing guests there. Careful calculation of
available hosts and GPUs, or assigning hosts to profile specific clusters, is necessary to
ensure all guests have the necessary resources to power up.

2.13 THE BEFORE YOU BEGIN

This section describes the general prerequisites and some general preparatory steps that
must be addressed before proceeding with the deployment.

2.13.1 General Prerequisites

The following elements are required to install and configure HDX 3D Pro with vGPU on
VMware vSphere 6:

» Evaluation plan consisting of all the following:
» Listed business drivers and goals

» List of all user groups, their workloads, and applications
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» Current end-user experience measurements and analysis
» ROI/density goals

» Review Citrix XenDesktop documentation

2.13.2 Build an Evaluation Plan

To be successful, we highly recommend you start with evaluation plan consisting of the
following:

Listed business drivers and goals with cost benefit analysis

List of all user groups, their workloads, and applications

Current end-user experience measurements and analysis

ROI/density goals

vy v v v

2.13.3 Size Your Environment

Based on your evaluation plan, we recommend sizing an appropriate environment for
each user group you are trying to reach with your evaluation. Use the system
requirements for the most intensive graphics apps, as well as existing physical
workstations as reference points. Often server performance hits the CPU bottleneck
much before it consumes all available GPU power.-Based on all this, make sure to
include enough RAM, CPUs, and GPUs to meet your sizing needs.

2.13.4 Choosing Your Hardware

The following elements are required install and configure vGPU on VMware vSphere 6:

» VMware and NVIDIA certified servers with NVIDIA Tesla M60, Tesla M6 or Tesla
M10 cards (see the NVIDIA Certified Server page for a list of certified NVIDIA servers and
cross check that against the VMware HCL) that meet the following recommended
specifications:

2.5GHz CPU or faster (Intel “Haswell” or later)

High-speed RAM

Fast networking

If using local storage IOPS plays a major role in performance.

Select the appropriate NVIDIA GRID card for your use case, either Tesla M60 for
higher performance solutions, Tesla M10 for density, or Tesla M6 for blade servers
(refer to http://www.nvidia.com/object/grid-boards.html for details). For additional
guidance, please contact your NVIDIA and Citrix reps.

vy v v v Vv
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High performance storage with high IOPS SAN or similar

Higher-performance end points for testing.

13.5 Choose Virtualization Components
VMware vSphere 6.0 U2

You may deploy vCenter Server 6 on a Windows server or as an OVA Appliance.
Citrix XenDesktop 7.12

If needed, you may register for a free 90-day, 99-user trial to obtain the license keys,

software, and quick-guides to deploy and manage XenDesktop at:
http://www.citrix.com/tryxendesktop

NVIDIA GRID software and licenses:
NVIDIA GRID vGPU Manager VIB
NVIDIA WDDM guest driver (32-bit and 64-bit versions)

The vGPU Manager VIB is loaded like a driver in the vSphere hypervisor, and is then
managed by the vCenter Server.

Windows Server 2012 R2 (recommended) or Server 2008 R2 (minimum)
Windows 10 Enterprise (for use as the guest operating system)

Your choice of a CLI/SSH/SCP tools installed on your Windows-based toolbox PC,
for example:

Putty (SSH) and WinSCP (SCP), available from http://www.putty.org and
http://www.winscp.net, respectively. See Chapter 15, Using WINSCP, on page 295 for
information on using WinSCP.

Licenses:

NVIDIA GRID licenses (or evaluation)

VMware vSphere 6.0 U2 (or evaluation)

Citrix XenDesktop 7.12 (or evaluation)

Microsoft OS (volume licenses recommended)

Testing and Benchmarking;:

NVIDIA System Management Interface

OPTIONAL: VMware vRealize Operations Manager
OPTIONAL: Citrix Director

OPTIONAL: Lakeside SysTrack 7 with GPU monitoring

Server where you will install Citrix XenDesktop 7.12 Delivery Controller:
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» Windows Server 2012 R2
» Server must be joined to a domain

» Server must have a static IP address assigned

2.13.6 Pre-Installation Preparation

Perform the following procedure prior to installation:

1. Determine how vSphere will run on the physical hosts. Consider booting from a
thumb drive or SAN.

2. Download and install a SSH and SCP tool, examples are:

» PuTTY (SSH)

» WinSCP (SCP)

3. Set the BIOS on the physical hosts as appropriate. See 2.13.8, Server BIOS Settings on
page 34.

4. Install Virtual Clone Drive or similar to easily mount and un-mount ISO images
within the virtual machines.

2.13.7 Known Limitations

See Chapter 13, Known Issues, on page 278 for a list of known limitations that is current
as of the publication date of this manual.

2.13.8 Server BIOS Settings

Configure the BIOS as appropriate for your physical hosts, as per direction from your
OEM for a VMware vSphere environment with NVIDIA Tesla products.

Older versions of many hypervisors were often limited to 32-bit addressing (i.e. a 4GB
limit) and as such required server BIOSs to be configured such that MMIO (Memory
Mapped I/O) above 4GB is disabled. This advice applies to VMware ESXi 5.1 and earlier.
Information on addressing limitation can be found in
http://nvidia.custhelp.com/app/answers/detail/a id/4119/~/incorrect-bios-settings-on-
a-server-when-used-with-a-hypervisor-can-cause-mmio.

MMIO above 4GB should be enabled and may be necessary on many servers
particularly when using NVIDIA GPUs with higher numbers of physical GPUs i.e. this
is more likely to be necessary when using Tesla M10 cards (4 GPUs per card) than Tesla
M60 cards (2 physical GPUs per card).

SP-00000-001_v01.0/.| 34


http://nvidia.custhelp.com/app/answers/detail/a_id/4119/~/incorrect-bios-settings-on-a-server-when-used-with-a-hypervisor-can-cause-mmio
http://nvidia.custhelp.com/app/answers/detail/a_id/4119/~/incorrect-bios-settings-on-a-server-when-used-with-a-hypervisor-can-cause-mmio

Getting Started

Some newer versions of VMware ESXi have raised the addressing limit to 44-bits but full
64-bit addressing is not supported in many versions of VMware ESXi. Information on
the current MMIO access limits for specific versions of VMware ESXi can be found here:
https://kb.vmware.com/selfservice/microsites/search.do?language=en US&cmd=displayKC&externalld=208
7943, where it is documented for example that the Maximum Physical Address

(MAXPA) is limited to 16TB in versions 6.0, 16TB (44-bit, 2 to the power of 44). However,
care may need to be taken to ensure other BIOS setting prevent the use of MMIO
address space above the 44-bit limit. An example is given in
http://nvidia.custhelp.com/app/answers/detail/a id/4119/~/incorrect-bios-settings-on-
a-server-when-used-with-a-hypervisor-can-cause-mmio, where by a Supermicro server
requires the MMIOHBase BIOS setting to be set to 2T to ensure memory indexed
remains below the 16TB (44-bit) limit of VMware ESXi version 6.0. Customers are
advised to consult their OEM server vendor for advice on appropriate BIOS settings.
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CHAPTER 3. INSTALLING VMWARE ESXI 6.0
U2

This chapter covers the following vSphere 6 installation topics:

» Installing vSphere 6.0 U2

» Initial host configuration

This deployment guide assumes you are building an environment as a proof of
concept and is not meant to be a production deployment, thus choices made
are meant to speed up and ease the process. For production use, consult the
various documentation resources for each technology.

3.1 INSTALLING ESXI 6.0 U2

Use the following procedure to install the vSphere 6.0 U2. Select the boot media with the
vSphere ISO on your host’s boot menu.

0-Updat is 48 Boot Menu

Automatic boot in 5 seconds...
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1. Apply power to start the host. The boot menu displays when the host starts up.

(Esc) Cancel (Enter) Continue

2. Once the installation process boots, the Welcome screen will be displayed. press
ENTER to continue.

(ESC)Y Do not Accept (F11) Accept and Continue

3. Read the EULA and then press F11 to accept it and continue the installation.

The installer scans the host to locate a suitable installation drive.
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= Intel RC5257BO40LX (naa.600605b00631dc201b1f6. . .) 222.59 GiB

(Esc) Cancel (F1) Details (F5) Refresh (Enter) Continue

4. Use the arrow keys to select the drive on which you will install vSphere 6 and then
press ENTER to continue.
You can install vSphere 6 to a USB drive and then boot and run the system from

that USB drive. This sample installation shows vSphere being installed on a local
hard drive.

(Esc) Cancel (F1) Details (F9) Refresh (Enter) Continve

The installer scans the chosen drive to determine suitability for install:
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(X)) Install ESKi, overurite YMFS datastore

(Esc) Cancel (Enter) 0K

(Esc) Cancel (F1) Details (F5) Refresh (Enter) Continue

The Confirm Disk Selection window may display, if a VMFS datastore has been
found on the install device. Press ENTER to accept your selection and continue.

US Default

(Esc) Cancel (F9) Back (Enter) Cont inue

Select your desired keyboard layout using the arrow keys and then press ENTER.

Passuords match.

(Esc) Cancel (F9) Back (Enter) Continue

Enter a root password in the Root password field.

CAUTION: TO PREVENT UNAUTHORIZED ACCESS, YOUR SELECTED ROOT PASSWORD
SHOULD CONTAIN AT LEAST EIGHT (8) CHARACTERS AND CONSIST OF A MIX OF
LOWERCASE AND CAPITAL LETTERS, DIGITS, AND SPECIAL CHARACTERS.

Confirm the password in the Confirm password field and then press ENTER to
proceed.
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Confirm Install

The installer is configured to ESXi 6.0.0 on:
naa . 600605b0B631dc201b1f6aeb1a703b57 .

Marning: This disk will be repartitioned.

9. In the Confirm Install window press F11.

CAUTION: THE INSTALLER WILL REPARTITION THE SELECTED DISK. ALL DATA ON
THE SELECTED DISK WILL BE DESTROYED

Installing ESXi 6.0.0

10. The vSphere 6 installation proceeds.

Installation Complete
E5Xi 6.0.0 has been installed.

ESKi 6.0.0 will operate in evaluvation mode for 60 days. To
use ESKi 6.0.0 after the evaluation period. you must
reqgister for a YMuare product license. To administer your
server . use the vSphere Client or the Direct Control User
Interface.

Reboot the server to start using ESXi 6.0.0.

11. The Installation Complete window displays when the installation process is
completed. Press ENTER to reboot the system. (Make sure installation media has been
ejected and bios set to boot from the boot disk.)
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Reboot ing Server
The server will shut doun and reboot.

The process uwill take a short time to complete.

12. The installation is now complete.

3.2 INITIAL HOST CONFIGURATION

A countdown timer displays when you first boot ESXi 6. You can wait for the
countdown to expire or press ENTER to proceed with booting. A series of notifications
display during boot.

The VMware ESXi 6 screen displays once the boot completes:

LO Integrated Remote Console - Server: localhost | iLO: ILOMXQ62503VQ.pe.lab [= [ [

Power Switch Virtual Drives Keyboard Help

VMuare ESXi 6.0.0 (VMKernel Release Build 3620759)

HP ProLiant DL380 Gen9

2 x Intel(R) Xeon(R) CPU E5-2697 v4 @ 2.30GHz
768 GiB Memory

Dounload tools to manage this host fron:
http://10.100.0.34/ (DHCP)
http://[fe80::2a80:23ff :feb4:8bb31/ (STATIC)

<F2> Customize Systen/View Logs <F12> Shut Doun/Restart

Video:1024x768 SR 90O
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Use the following procedure to configure the host:

1. Press F2.

Authent ication Required

Enter an authorized login name and password for
localhost .nvidia. lab.

Conf igured Keyboard (US Default)
Login Name: [ root
Password: [ sesesemmmsesese_

<Enter> 0K <Esc> Cancel

2. In the Authentication Required window, enter the root account credentials that you
created during the installation process and then press ENTER.

System Customization Conf igure Management Network

Conf igure Password Hostnane:

Conf igure Lockdoun Mode localhost

1Pu4 Address:

Restart Management Network 10.100.1.43

Test Management Network

Netuwork Restore Options Network identity acquired from DHCP server 10.1.0.1

Conf igure Keyboard IPv6 Addresses:

Troubleshoot ing DOptions feB0: :2f2:8bff :feer:5053/64

Vieu System Logs To view or modify ti w0st”s management network settings in

detail, pres
View Support Information

Reset System Configuration

3. In the System Customization window, scroll down to select Configure Management
Network and then press ENTER.

Conf igure Management Network Network Adapters
umnicl (LON Port 2)
VLAN (optional)
The adaptel isted here p e the default netuork
IPv4 Configuration 20 1 to and from t . Hhen tuo or more adapters
IPv6 Configuration 2 i, connections will be fault-tolerant and outgoing

DNS Conf iguration traffic uill be load-balanced.
Custon DNS Suffixes

4. The Network Adapters window appears. Press ENTER.
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Netuwork Adapters

s for this host’s default nanagement netuwork
~ more adapters for fault-tolerance and

Device Name Harduare Label (MAC Address) Status

[ 1 vnnicO LOM Port 1 (...:8b:e7:50:52) Connected (...)
[X]1 vmnicl LOM Port 2 (...:8b:e? Connected (...
[ 1 vnmnic2 SlotID:MLOM... (...9:d1:59) Disconnected

[ 1vnnic3 SlotID:MLOM... (...9:dl:5a) Disconnected

[ 1 vnnic4 SlotID:2 (Oc:c4:7a:ea:00:5e) Connected (...)
[ 1 vnnicS Chassis slo... (...ea:00:5f) Connected (...)

<D> Vieu Details <Space> Toggle Selected <Enter> 0K <Esc> Cancel

press SPACE to select, and then press ENTER.

IPv4 Conf iguration

settings automatically if your netuork

If it does not, the following settings must be

server.

( ) Disable IPv4 configuration for management network

(o) Use dynamnic IPv4 address and network conf iguration
( ) Set static IPv4 address and netuork configuration:

IPy4 Address [ 10.100.1.44 1
Subnet Mask [ 255.0.0.0 1
Default Gateway [ 10.1.0.1 1

<Up/Doun> Select <Space> Mark Selected <Enter> DK <Esc> Cancel

5. Use the arrow keys to select the adapter to use as the default management network,

displays.

IPv4 Conf iguration

ings automatically if your netuork
the following setti nust be

includes a D If i ot,
specif H

( ) Disable IPv4 configuration for management network

( ) Use dynamic IPv4 address and network configuration
(o) Set static IPv4 address and network configuration:

1Pv4 Address [ 10.19.0.4 1
Subnet Mask [ 255.0.0.0 1
Default Gateway [ 10.1.0.1 1

<Up/Doun> Select <Space> Mark Selected <Enter> OK <Esc> Cancel

6. Scroll down to IPv4 Configuration and press ENTER. The IPv4 Configuration window
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7. Use the arrow keys to select Set static IPv4 address and network configuration and

then enter the IPv4 address, subnet mask, and default gateway in the respective

fields. Press Enter to continue.

Conf igure Management Network

Netuwork Adapters
YLAN (optional)

IPv4 Conf iguration
IPv6 Conf igurat ion

DNS Conf iguration

Custon DNS Suffixes

{Up/Doun> Select

VMware ESXi 6.0.0 (VMKernel Release Build 3620753)

DNS Conf iguration

This host can only obtain DN
its IP configuration automat

DNS Configuration

Automat ic

Primary DNS Server:
192.168.112.2
Alternate DNS Server:
Not set

Hostnane
localhost

If this host is configured using DHCP, DNS server addresses
and other DNS parameters can be obtained automatically. If
not, ask your network administrator for the appropriate
settings.

{Enter> Change {Esc> Exit

8. Scroll down to DNS Configuration and press ENTER.

ettings avtomatically if it also obtains
cally.

Alternate DNS Server

Hostname [ hp-esxi-1

<Up/Doun> Select <Space> Mark Selected

€ ) Obtain DNS server addresses and a hostname automatically
(o) Use the following DNS server addresses and hostname:

Prinary DNS Server [ TONICI —
[ 1

<Enter> 0K <Esc> Cancel

1

SP-00000-001_v01.0/.| 44



Installing VMware ESXi 6.0 U2

9. Add the primary and (if available) secondary DNS server address(es) in the

respective fields. Set the host name for this vSphere host in the Hostname field. Press

ENTER when finished.

Conf igure Management Network: Confirm

You have made changes to the host s management network.

Applying these changes may result in a brief network outage.
disconnect remote management software and affect running virtual
machines. In case IPvb has been enabled or disabled this will
restart your host.

Apply changes and restart management netuwork?

<¥> Yes <N> Ho {Esc>» Cancel

10. Press ESC to save network changes. Press Y to confirm changes.

Systen Customization Test Management Netuork
Conf igure Passuord To perform a brief network test, press <En
Conf igure Lockdoun Mode

i pt to ping the configured
Conf igure Managenent Network uay , ary and alternate
Restart Management Network D 3 igured hostnane.

Test Management Network

Network Restore Options

Conf igure Keyboard
Troubleshoot ing Options

Vieu System Logs
Vieuw Support Information

Reset System Configuration

11. Select Test Management Network on the main vSphere 6 screen to open the Test
Management Network window.

Test Management Network

By default, this test uwill attempt to ping your default gateway
and DNS servers, and resolve your hostnane.

Ping Address #0: [ JURRCEI
Ping Address #1: [ 10.1.8.1 1
Ping Address #2: [ 1
Resolve Hostnane [ hp-esxi-1.pe.lab 1
<Up/Doun> Select <Enter> 0K <Esc> Cancel

12. Perform the following tests:

» Ping the default gateway.
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» Ping the DNS server.

» Resolve a known address.

System Customization Troubleshoot ing Options

Conf igure Password To view various troubleshooting mode options like Enable
Conf igure Lockdoun Hode ESXi Shell, Enable SSH and Restart Agents.

Conf igure Management Metwork
Restart Management Network
Test Managenent Network

Netuwork Restore Options

Conf igure Keyboard

Troubleshoot ing Options

View System Logs
View Support Information

Reset System Configuration

{Enter> Hore <Esc> Log Dut

WYMuare ESXi 6.0.0 (YMKernel Release Build 3620759)

13. Return to the main vSphere 6 screen when you have completed testing, and then
select Troubleshooting Options. The Troubleshooting Mode Options window displays.

Troubleshoot ing Mode Options ESXi Shell
Disable ESXi Shell ESXi Shell is Enabled
Enable SSH

Modify ESXi Shell and SSH timeouts Change vuiiennt state of the
Modify DCUI idle timeout
Restart Management Agents

14. To install the NVIDIA VIB in a later step, you will need to enable the ESXi Shell. This
can be accomplished by selecting Enable ESXi Shell and pressing ENTER to toggle
Enable ESXi Shell on.

The window on the right displays the status: ESXi Shell is Enabled
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Troubleshoot ing Mode Options SSH Support
Disable ESXi Shell SSH is Enabled
Disable SSH

Modify ESXi Shell and SSH timeouts Change current state of SSH
Modify DCUI idle timeout
Restart Management Agents

15. Enable SSH by selecting Enable SSH and pressing ENTER to toggle this option on.
The window on the right displays the status SSH is Enabled.

@ LO Integrated Remote Console - Server: localhost | iLO: ILOMXQ62503VQ.pe.lab [= o S|

7Power$witch Virtual Drives  Keyboard HeTp

VMuare ESXi 6.0.0 (VMKernel Release Build 3620759)
HP ProlLiant DL380 Gen9

2 x Intel(R) Xeon(R) CPU E5-2697 v4 @ 2.38GHz
768 GiB Memory

Dounload tools to manage this host from:
http://10.100.0.34/ (DHCP)
http://[fe80: :2a80:23ff :feb4:8bb31/ (STATIC)

<F2> Custonize Systen/Vieu Logs <F12> Shut Doun/Restart

Video:1024x768 SR QO®

16. Press ESC twice to log out of the ESXi UL

VMware ESXi is now installed on the server.
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VCENTER SERVER 6.0 U2

This chapter covers installing VMware vCenter Server 6.0 U2, including:

Installing a vCenter Server Appliance (VCSA)
Installing vCenter in a Windows Server 2012 VM
The initial vCenter Server configuration

Setting a vCenter appliance to auto-start
Mounting an NFS ISO data store

Creating vSphere clusters for GRID servers and management servers

Yy v v v v Y

Review the prerequisites in section 2.13.5, Choose Virtualization Components on page 31
before proceeding with these installations.

This deployment guide assumes you are building an environment for a proof of
concept. Refer to VMware best practice guides before building your production
environment.

4.1 INSTALLING VCENTER 6.0 U2 SERVER
APPLIANCE

Use the following procedure to install a vCenter 6 Server Appliance.
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4.1.1 vCenter Server Client Integration Plug-in
Installation

The vCenter Server Client Integration Plug-in needs to be installed to enable the vCenter
Server Appliance install (as well as uploading files from your desktop to data stores).
Use the following procedure to install the plug-in:

1.

From any desktop client that can connect to the ESXi server previously created,
mount the VMware-VCSA-all-6.0.0-3634788.iso in the CDROM drive.

Windows 10 can connect this ISO file simply by double clicking on the file in
Explorer. Other operating systems may need special software for mounting I1SO
files to CD drives.

| Recent places
4 (10.200.0.37)

% Downloads

:h"’., Local Disk (C:)

18 This PC || readme-fr
j Desktop || readme-ja
| Documents | readme-ko

¥ Music || readme-zh-TW
= Pictures é vesa-setup
H Videos

|| readme
| readme-de

|| readme-es

|| readme-zh-CN

5# e (\\10.200.0.37) (E:)
&% DVD Drive (F:) VMw:

2. Browse to the VCSA folder:

*’;9 | D} =il Drive Tools DVD Drive (F:)
Home View Manage
(—) >+ 4 ‘%‘ » ThisPC » DVD Drive (F:) VMware VCSA
sk Favorites Name Date modified Type Siz
Bl Desktop I dbschema File folder
% Downloads ) vesa File folder
. screenshots vesa-cli-installer File folder

Text Document
Text Document
Text Document
Text Document
Text Document
Text Document
Text Document
Text Document
HTML Document
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(% A
Home Share View
(-l v b | » ThisPC » DVD Drive (F:) VMware VCSA » vcsa
O : Name Date medified
. Favorites
Bl Desktop | version 3/8 £.2.26 AR
% Downloads i VMware-ClientIntegrationPlugin-6.0.0
. screenshots | vmware-vcsa 378 05:30 AM

| Recent places
&4 €(10.200.0.37)

1M This PC
m Desktop
| Documents
& Downloads
¥ Music
=| Pictures
# Videos
iy Local Disk (C:)
5# e (\10.200.0.37) (E)
&% DVD Drive (F:) VMw:

3. In the VCSA folder, double click the VMware-ClientintegrationPlugin-6.0.0 installer.

[:5 User Account Control [ =]

Do you want to allow the following program to make changes to this
- computer?

':,'J- Program name:  YMware installation launcher
i
J,__’_) ‘Verified publisher: YMware, Inc.
File origin: CD{DVD drive

j Show details Yes | ] I

Change wrhen these notifications appear

4. If the Microsoft User Account Control dialog prompts, click Yes to allow the install to
begin.
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wWelcome to the installation wizard for the
YMware Client Integration Plug-in 6.0.0

This wizard will install the ¥iware Client Integration Plug-in
6.0.0 on your compuker,

To conkinue, click Mesxt,

Client Integration
Plug-in

¥Mware Client Integration Plug-in 6.0.0 M= B3

Back. I Mext I Cancel

5. The installer starts, click Next to continue:

n NOTE: All browsers must be closed or you will be prompted to close them.

If this window pops up, close all listed browsers, and click Retry to continue:

i_-.% ¥Mware Client Integration Plug-in 6.0.0

Welcome to the installation wizard for
VYMware Client Integration Plug-in 6.0.0

‘st while the wizard prepares to guide wou through the
installation,

¥Mware Client Integration Plug-in 6.0.0

Close the Following browsers to proceed:
- Microsoft Inkernet Explorer

Rty I Zancel

Back Iext | Cancel I
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i'ﬂ!'l' ¥Mware Client Integration Plug-in 6.0.0

End-User License Agreement

Read the following agreement carefully,

VYMWARE END USER LICENSE AGREEMENT i’

PLEASE NOTE THAT THE TERMS OF THIS END USER
LICENSE AGREEMENT SHALL GOVERNM YOUR USE
OF THE SOFTWARE, REGARDLESS OF ANY TERMS
THAT MAY APPEAR DURING THE INSTALLATION OF

THE SOFTWARE.
IMPORTANT-READ CAREFULLY: BY DOWNLOADING,
Il LA™ e L RSk TUE STl me S L rTuUe ;I

{*" I accept the kerms in the License Agreement Print |

" Ido not accept the kerms in the License Agreement

Back I Texk I Cancel |

6. Accept the EULA and click Next to continue.

i'él' ¥Mware Client Integration Plug-in 6.0.0

Destination Folder

Select the installation location,

Inskall the YWhware Client Integration Plug-in 6.0.0 in;

IC:'l,F‘rogram Files {x86)WMware\Client Integration Plug-in 6,04

Change... |

Back. I et I Cancel

7. Select the install destination folder and click Next.
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i'ﬂ!'l' ¥Mware Client Integration Plug-in 6.0.0

Ready to Install the Plug-in

Click. Install to begin the installation. Click Back to review or change any of wour
installation settings, Click Cancel bo exit the wizard,

Back I Inskall I Cancel

8. Click Install to begin the installation.

i'é’- ¥Mware Client Integration Plug-in 6.0.0

Installing the Plug-in

Wait while the wizard installs the
Whware Client Integration Plug-in 6.0.0.

Skakus: Copying new Files

]

Back [iexk: | Cancel I

9. Installation will progress...
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i'._% ¥Mware Client Integration Plug-in 6.0.0 [_ ||

Installation complete

The WMware Client Inkegration Plug-in 6.0.0 has been
installed on wour compuker,

Click Finish to exit the wizard,

Client Integration
Plug-in

Back I Finish I Canzel

10. When install completes, click Finish:

4.1.2 vCenter Server Appliance (VCSA) Installation

Follow this procedure to install the VCSA.

1. From any desktop client that can connect to the ESXi server previously created,
mount the VMware-VCSA-all-6.0.0-3634788.iso in the CDROM drive.

Windows 10 can connect this ISO file simply by double clicking on the file in
Explorer. Other operating systems may need special software for mounting ISO

files to CD drives.
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Share

View

. screenshots

»’(—) v P |&€% » ThisPC » DVD Drive (F:) VMware VCSA
4 Favorites Hame
Bl Desktop .. dbschema
% Downloads I vesa

) vesa-cli-installer

"=l Recent places | readme
& €(10.200.0.37) || readme-de
|| readme-es
1M This PC | readme-fr
m Desktop | readme-ja
| Documents .| readme-ko
% Downloads || readme-zh-CN
W Music | readme-zh-TW
= Pictures [E} vcsa-setup &
# Videos

& Local Disk (C:)
5 e (\\10.200.0.37) (E:)
&% DVD Drive (F:) VMw:

Open the html file vecsa-setup in Internet Explorer.

E vCenter Server Appliance 6.0 - Windows Internet Explorer

= =
e [E et e bt L] [#| @ wconter server appliance 60 %

o

File Edit Wiew Favorites Tools  Help

1. Please install the Client Integration Plugin provided in the vCenter Server Appliance
2. When prompted by the browser, allow access to the Vivware Client Support Daemor

Detecting Client Integration Plugin... 26sec

Internet Explorer

Do you want to allow this website to open a program on
your computer?

Program: YMware Client Support Daemon
Address: vmware-csd: (fosdf?sessionId=KDss-TrH¥u-DooM-

E]

YQRd&apphame=ui =1

¥ &lmaps ask before opening tis tupe of address

Allowing web content to open a program can be useful, but it can
potentially harm pour computer. Do not allow it urless you st
the source of the cantent. What's the risk?

3. This alert is displayed if the VMware Client Integration Plug-in is not installed. Click

Allow.
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/& vCenter Server Appliance 6.0 - Windows Internet Explorer

Sl |@ File:: YIE: findesc bl o] |i?| (=2 wCenter Server Appliance 5.0 X

-

File Edit View Faworites Tools  Help

When prompted by the browser, allow access to the Client Integration Plugin

Client Integration Access Control B

This site is using ¥Mware Client Integration Plug-In. Do you want to allow it ko access
your operating syskem?
Protocal:
Hostname: local host
Port: O

Allow | Deny (automatic in 293 seconds) I

[V Always ask before allowing this site

The YMware Client Integration Plug-In wil give web applications and remote YMs access
to your opsrating system. Only allow sites you brust,

4. If the plug-in is active, you are prompted to allow it access to your operating system,
click Allow.

3 @ reapie:index hemie O] %2 @ ycenter server foplance 6.0 X

Fle Edt View Favorkes Took Heb

er"Server Appliance” 6.0

5. To begin the install of the VCSA on a host click Install.
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H VMware vCenter Server Appliance Deployment

1 End User License Agreement End User License Agreement

Please read the following license agreement before proceeding.
2 Connect to target server

R e s VMWARE END USER LICENSE AGREEMENT A

4 Select deployment type
PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL GOVERN YOUR
5 Set up Single Sign-on USE OF THE SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY APPEAR DURING THE

5 . B INSTALLATION OF THE SOFTWARE.
6 Single Sign-on Site

Ticolct appilance stzs IMPORTANT-READ CAREFULLY: BY DOWNLOADING, INSTALLING, OR USING THE SOFTWARE, YOU
(THE INDIVIDUAL OR LEGAL ENTITY) AGREE TO BE BOUND BY THE TERMS OF THIS END USER

8 Select datastore LICENSE AGREEMENT ('EULA’). IF YOU DO NOT AGREE TO THE TERMS OF THIS EULA, YOU MUST NOT
DOWNLOAD, INSTALL, OR USE THE SOFTWARE, AND YOU MUST DELETE OR RETURN THE UNUSED

9 Configure database SOFTWARE TO THE VENDOR FROM WHICH YOU AGQUIRED IT WITHIN THIRTY (30) DAYS AND

10N q REQUEST A REFUND OF THE LICENSE FEE, IF ANY, THAT YOU PAID FOR THE SOFTWARE.
etwork Settings

11 Customer Experience EVALUATION LICENSE. If You are licensing the Software for evaluation purposes, Your use of the Software is
only permitted in a non-production envirenment and for the period limited by the License Key. Notwithstanding
Improvement Program any other provision in this EULA, an Evaluation License of the Software is provided "AS-1S” without

indemnification, support or warranty of any kind, expressed or implied.
12 Ready to complete  Supp fy of any kind, exp! p

1. DEFINITIONS.

1.1 “Affiliate” means, with respect to a party at a given time, an entity that then is directly or indirectly controlled
¥ iasith, A e wam i st

har i e Aamamman <Anben e nmbrads bt mari AmA hara Srambeall mAamne A s - il

lg I accept the terms of the license agreement Print

Back ‘ Nejh ‘ Finish Cancel

Read and then accept the EULA, click Next to continue.

E{' VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement Connect to target server

Specify the ESXi host or vCenter Server on which to deploy the vCenter Server Appliance.

3 Set up virtual machine FQDN or IP Address: ‘ 1019.04 ‘

4 Select deployment type

5 Set up Single Sign-on User name: ‘ root ‘ i
8 Single Sign-on Site Password ‘ sssssssss -~ ‘

7 Select appliance size

8 Select datastore /A Before proceeding, if the target is an ESXi host:

9 Configure database
+ Make sure the ESXi host is not in lock down mode or maintenance mode.

* When deploying to a vSphere Distributed Switch (VDS), the appliance must be deployed to an ephemeral
11 Customer Experience portgroup. After deployment, it can be moved to a static or dynamic portgroup.

10 Network Settings

Improvement Program

12 Ready to complete

Cancel ‘

| Back H Ngﬂ ‘ Finish

In this step select the vSphere host on which to install the VCSA as a guest. This can
be a host running ESXi 5.5 or later. It is recommended that the vCenter server
(Windows or appliance based) run on a separate management cluster from the one
designated for VDI workloads. Enter the IP address or FQDN of the chosen host,
then its root user name and password and click Next.
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Certificate Wamning

An untrusted SSL certificate is installed on 10.31.235.17 and secure
communication cannot be guaranteed. Depending on your security
policy, this issue might not represent a security concern

The SHA1 thumbprint of the certificate is:
17:50:30:45:96:33:37-F6:56:66.AB:25:35:CE.SC.0D:72:65:BA0A

To accept and continue, press Yes

8. If the web installer can reach the host then a certificate warning will occur. Click Yes
to continue.

WA A

Yalidating...

9. The credentials provided are validated.

H VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement Set up virtual machine

Specify virtual machine settings for the vCenter Server liance to be deployed
+ 2 Connect to target server pecify g Appl ploy

asstiopiviealimachin Appliance name: [ vCenter Server Appliance 6.0 |@

4 Select deployment type

§ Set up Single Sign-on OS user name: root

6 Single Sign-on Site

7 Select appliance size 5 password ‘ soesesees | i
§ Select datastore Confirm OS password | LITTTTITIT -~ |

9 Configure database
10 Network Settings

11 Customer Experience
Improvement Program

12 Ready to complete

| Back ] Ne_J\% Finish | Cancel ]

10. Enter a name for the appliance, then enter a root password for the appliance, enter it
again, and click Next.

4
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H VMware vCenter Server Appliance Deployment

+ 1 End User License Agi

+ 2 Connect to target server
+ 3 Set up virtual machine

5 Set up Single Sign-on

6 Single Sign-on Site

7 Select appliance size

8 Select datastore

9 Configure database

10 Network Settings

11 Customer Experience

Improvement Program

12 Ready to complete

Select type
Select the services to deploy onto this appliance.

vCenter Server 6.0 requires a Platform Services Controller, which contains shared services such as Single Sign-On,
Licensing, and Certificate Management. An embedded Platform Services Controller is deployed on the same
Appliance VM as vCenter Server. An external Platform Services Controller is deployed in a separate Appliance VM.
For smaller installations, consider vCenter Server with an embedded Platform Services Controller. For larger
installations with multiple vCenter Servers, consider one or more external Platform Services Controllers. Refer to the
vCenter Server doct ion for more inf i

Note: Once you install vCenter Server, you can only change from an embedded to an external Platform Services
Controller with a fresh install

Embedded Platform Services Controller

VM or Host

@ Install vGenter Server with an Embedded

Platform Services Controller

vCenter Server
External Platform Services Controller VM or Hoet
o 3
. Platform Services
O Install Platform Services Controller } Controller }

O Install vCenter Server (Requires External
Platform Services Controller) e sy

vCenter Server vCenter Server

| Back ‘I N§n l Finish | Cancel ‘

11. Select Install vCenter Server with an Embedded Platform Services Controller and click

Next.

H VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement
+ 2 Connect to target server
+ 3 Set up virtual machine
+ 4 Select deployment type
5 Set up Single Si

6 Select appliance size
7 Select datastore

8 Configure database

9 Network Settings

10 Customer Experience
Improvement Program

11 Ready to complete

Set up Single Sign-on ($S0O)
Create or join a S50 domain. An SSO configuration cannot be changed after deployment

@ Create a new SSO domain
O Join an SSO domain in an existing vCenter 6.0 platform services controller

vCenter SSO User name: administrator

vCenter SSO Password: ‘ . | (i ]
Confirm password ‘ LYY TYY) |
550 Domain name: ‘ vsphere local | i
$50 Site name: | DefaultFirstsite |@

/A Before proceeding, make sure that the vCenter Single Sign-On domain name used is different than your
Active Directory domain name.

| Back H Nejﬁ I Finish | Cancel ‘

12. Select Create a new SSO domain. For the purposes of a proof of concept, enter (and
confirm) a password, a domain name (we chose the default of vsphere.local), and a
site name, then click Next.
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H VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement Select appliance size

Specify a deployment size for the new appliance
+ 2 Connect to target server pecily Ploy PP

3 Set up virtual machine -
o H Appliance size: Tiny (up to 10 hosts, 100 VMs) ‘
+ 4 Select deployment type
+ 5 Setup Single Sign-on

6 Select appliance size

Description:
7 Select datastore P

8 Configure database This will deploy a Tiny VM configured with 2 vCPUs and 8 GB of memory and requires 120 GB of disk space. This

option contains vCenter Server with an embedded Platform Services Controller.
9 Network Settings

10 Customer Experience
Improvement Program

11 Ready to complete

Back | N | Finish Cancel
L _e{h__ L=

_|

13. Select an appliance size, appropriate for the potential scale of your proof of concept
or trial. Here we have selected Tiny. Click Next.

[ vMware vCenter Server Appliance Deployment

+ 1 End User License Agreement  Select datastore

2 Couneetlo et server Select the storage location for this deployment
Vi3 SeLupyidalmaching The following are i Select the for the virtual machine configuration files and
4 Select deployment type all of the virtual disks.
+ 5 Set up Single Sign-on
 6:Selectappliance size Name Type Capacity Free Provisioned Thin Provisioni...
7 Select datastore local VMFS 23275GB 216.77 GB 16.14 GB true
W Enable Thin Disk Mode @
| Back || Next || Fimish || cancel |
i

14. Select a datastore from those available on the host you have connected with, select
Enable Thin Disk Mode, and then click Next.
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H VMware vCenter Server Appliance Deployment

+ 1 End User License Agi c
‘Configure the database for this deployment

+ 2 Connect to target server

2 B EB O UE @ Use an embedded database (PosigreSQL)
+ 4 Select deployment type () Use Oracle database
+ 5 Setup Single Sign-on
+ 6 Select appliance size
+ 7 Select datastore
9 Network Settings
10 Customer Experience
Improvement Program

11 Ready to complete

| Bac || gea || Fnsn || cance

Choose Use an embedded database (PostgreSQL), then click Next.

ﬁ' VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement

+ 2 Connect to target server Network type: static j ‘ 2
+ 3 Set up virtual machine
+ 4 Select deployment type Network address: ‘ 10.19.0.3 ‘
+ & Set up Single Sign-on
«/ 6 Select appliance size System name [FQDN or IP ‘ depvc.pe lab ‘ (i ]
address]:
+ 7 Select datastore
+ 8 Configure database ‘Subnet mask: ‘ 255.0.0.0 ‘
10 Customer Experience Network gateway ‘ HLAA ‘
Improvement Program
Network DNS Servers ‘ 10101 ‘
11 Ready to complete (separated by commas)
Configure time sync: C) Synchronize appliance time with ESXi host
(®) Use NTP servers (Separated by commas)
[10.1.01 |
Enable ssh
/i, Before proceeding make sure there is time synchronization between ESXi host and the NTP servers. If not, v

deployment will fail.

| Back || @sﬂ [| Fnsh || cancet |
Y

Before configuring network settings, choose a static IP address, and enter that into
local DNS (e.g. on the Domain Controller). Once you can resolve the address, enter
that IP address, host name, and then scroll down for remaining entries. This is a long
page and will require scrolling down to see all settings. Make sure the configuration
leverages an N'TP service. The lower half of the Network Settings pane adds NTP,
enter the address of the local time server or a reachable external one. Select Enable
SSH. Click Next.
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ET VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement
+ 2 Connect to target server

+ 3 Set up virtual machine

+ 4 Select deployment type

+ 5 Setup Single Sign-on

+ 6 Select appliance size

+ 7 Select datastore

+ 8 Configure database

+ 9 Network Settings

10 Customer Experience

Improvement Program

11 Ready to complete

‘Customer Experience Improvement Program
Read the following Customer Experience Improvement Program details

VMWARE C: Experience Imp

VMware's Customer Experience Improvement Program (‘CEIP") provides VMware with information that enables
VMware to improve its products and services, to fix problems, and to advise you on how best to deploy and use
our products. As part of the CEIP, VMware collects technical inf ion about your ization's use of
VMware products and services on a regular basis in association with your organization's ViMware license key(s).
This information does not personally identify any individual.For more details about the Program and how ViMware
uses the information it collects through CEIP, please see the Product Documentation. If you prefer not to
participate in ViMware’s CEIP for this product, you should uncheck the box below. You may join or leave
VMware's CEIP for this product at any time.

|2| Join the VMware Customer Experience Improvement Program

| Back H @ext E Finish | Cancel

17. The VMware Customer Experience Program sends information about usage and
problems directly to VMware for collection. Using this information VMware can
more easily identify bugs and other discrepancies. No confidential information is
ever sent. Join the Customer Experience Program or not, based on internal security
requirements and desire, and click Next.

ET VMware vCenter Server Appliance Deployment

+ 1 End User License Agi Ready to
Please review your settings before starting the installation

+ 2 Connect to target server

3 Set up virtual machine Target server info: 10.19.0.4
Name: vCenter Server Appliance 6.0

o 8 B S T 2 Installation type: Install

+ 5 Set up Single Sign-on Deployment type: Embedded Platform Services Controller

6 Select appliance size Dep\oymem Tiny (up to 10 hosts, 100 VMs)
configuration

W T Select datastore Datastore local-csco-esxi-5

+ 8 Configure database Disk mode thin

N Network mapping Network 1 to VM Network
R stroneseting IP allocation IPv4 | static
+ 10 Customer Experience Host Name

Improvement Program Time synchronization: 10.1.0.1

11 Ready to complete Database embedded
v k Properties: SSH enabled = True

Customer Experience Improvement Program = Enabled
S50 User name = administrator

SS0 Domain name = vsphere_local

SS0 Site name = DefaultFirstSite

Network 1 IP address = 10.19.0.3

Host Name = depvc.pe.lab

Network 1 netmask = 255.0.0.0

Default gateway = 10.1.0.1

DNS =10.1.01

| Back ‘ Next ‘ Fingﬁ || Cancel ‘

18. Confirm your settings and, if correct, click Finish to deploy your VCSA.
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[j VMware vCenter Server Appliance Deployment

Downloading and deploying appliance

Cancel
4
19. If all settings are correct then a progress bar will appear.
[j VMware vCenter Server Appliance Deployment
Installation Complete
Your vCenter Server is successfully installed
Post install steps:
1. vCenter Server is installed in evaluation mode. Activate vCenter Server by using the vSphere Web Client within 60 days.
When the evaluation period of this vCenter Server expires, all hosts will be disconnected from this vCenter Server.
2. Use the vSphere Web Client to manage vCenter Server. Log in with the Single Sign-On administrator account
administrator@vsphere.local
You can now login to vSphere Web Client: https:/idepvc pe lab/vsphere-client as administrator@vsphere local
Close

_|

20. When complete, a window appears with a link to the VCSA. Click the link to reach
the login page. You can now close this page.
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User name: VMware"vCenter” Single Sign-On
Use V

=ntication

21. The VCSA is now installed and ready for use. From your browser, the login page
should like this (be sure to enable cookies if you have not).

4.2 INSTALLING VCENTER 6.0 U2 SERVER ON
WINDOWS SERVER 2012

This section describes how to install and configure vCenter Server 6.0 U2 in a Windows
Server VM.

4.2.1 Initial Installation

Use the following procedure to install vCenter Server.
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Your connection is not private

Attackers might be trying to steal your information from 10.19.0.4 (for example,
passwords, messages, or credit cards). NET:ERR_CERT_AUTHORITY_INVALID

(] Automatically report details of possible security incidents to Google. Privacy policy

ADVANCED. Back to safety

1. Open a browser and navigate to the URL for your ESXi server. A certificate error will
occur. This is expected, click ADVANCED, then Proceed to <your ESXi server address>.
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VMware ESXi

Welcome

Getting Started

If you need to access this host remotely, use the following program to
install vSphere Client software. After running the installer, start the
client and log in to this host.

vSphere Remote Col nd Line

The Remote Command Line allows you to
use command line tools to manage vSphere

» Download vSphere Client for Windgss from a client machine. These tools can be
+ Open the VMware Host Client used iI;I shell scripts to automate day-to-day
operations.
To streamline your IT operations with vSphere, use the following » Download the Virtual Appliance
program to install vCenter. vCenter will help you consolidate and » Download the Windows Installer (exe)
optimize workload distribution across ESX hosts, reduce new system = Download the Linux Installer (tar.gz)

deployment time from weeks to seconds, monitor your virtual

) . . . - . Web-Based Datastore Browser
computing environment around the clock, avoid service disruptions
due to planned hardware maintenance or unexpected failure, Use your web browser to find and download
files (for example, virtual machine and
virtual disk files).

= Download VMware vCenter » Browse datastores in this host's inventory

centralize access control, and automate system administration tasks.

If you need more help, please refer to our documentation library: For Developers

s vSphere Documentation vSphere Web Services SDK

Learn about our latest SDKs, Toolkits, and
APIs for managing VMware ESX, ESXi, and
VMware vCenter. Get sample code,
reference documentation, participate in our
Forum Discussions, and view our latest
Sessions and Webinars.

» Learn more about the Web Services SDK
= Browse objects managed by this host

2. On the VMware ESXi Welcome screen, click Open the VMware Host Client.

User name

vmware ESXi

Password

3. Log in to the ESXi web client using User name root and the root password.
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| 5 Navigator () esco-esxi-4.pe.lab - Virtual Machines
| - O Host
Manage 15 Create / Register VM @ Refresh [[]] Columins
| Monitor Virtual machine v Status v Usedsp
m & Workstation @ Normal 3268
T Lvo & vmdemo_wo_grid @ Normal 32326t
Monitor & vmdemao_y c @ Normal 3218 GE
More VMs.. @ ctxdemo_w_grid @ Normal 3218 GE
B storage & cixdemo_wo_grid @ Normal 32.18 GI
© Networking @ 8 vewn @ Normal 1717 Gt
& @ Power @ Nomal 1.74KB
@ GuestOS
{3 Snapshots
& Conscle &P Open browser console
& Avostar & Open consle in new window
&) Open console in new tab
.
P Download VMRC
& Edit settings
':‘.:::: # Editnotes
Task | &) Rename | ~  Initiator v Queued v
Download viixq] (59 VC Intemal 02H62017 153420
Power On VM fin ot 021152017 15:34:13
Download VWXQ & VC Internal 02152017 153410
Reconfig VM VC Internal 021152017 153410
Acquire Cimser| @ HEP 4 pelab VC intemal 02152017 153401

4. In the left-hand navigation pane, click on Virtual Machines. In the right-hand pane,
right click on the VM you will be installing vCenter in and select Console=>Launch
Remote Console.

Invalid Security Certificate

Y

The server you are connecting to is presenting a security certificate

with the following problems:

- A certificate in the host's chain is based on an untrusted root.

Do you want to ignore these problems and proceed anyway?

[ ] Always trust this host with this certificate

View Certificate

Connect Anywa)r| ‘ Cancel

5. On the Invalid Security Certificate dialog, click Connect Anyway.
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vc-win - VMware Remote Console \;
- & &
| (l) Power 4
( : I Removable Devices 4
&% | Send Cirl+Alt+Del
|‘K Manage » Install VMware Tools...
TT | Full Screen Ctrl+Alt+Enter [J Message Log
Preferences... |;,'_T'_1 Virtual Machine Settings..  Ctrl+D
Help 4
Exit

6. In the VMware Remote Console window, click VMRC=>Manage=> Virtual Machine
Settings...

Virtual Machine Settings =y
Hardware Options

Device Summary Device status
998 Memory 4GB Connected
[ Processors 2 Connect at power on
leet Hard disk 1 40 GB (Thin provisioned)

Connection
E@Netwurk adapt... VM Network ) -

Location: |Loca\ Client v
@USB controller  Present
Wlvideo card 1 monitor () Use physical drive:

D:

(®) Use ISO image file:

2Z:\Software\VMwarewSphere 6.0\ v| | Browse... ‘

| OK | | Cancel ‘ ‘ Help |

7. Mount the VMware-VIMSetup-all-6.0.0-3634788 ISO to the CD drive by clicking
CD/DVD drive 1, clicking Connected, Connected at power on, then Use ISO image file.
Use the Browse button to find the correct ISO. Click OK. The vCenter Server software
is now mounted inside the VM as the CD drive.

8. Inside the VM console, right-click the CD drive and select Install or run program from
your media.
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ve-win - VMware Remote Console [= =]

VMware vCenter Server 6.0.0

Welcome to the VMware vCenter Server 6.0.0 Installer

Click Next to install VMware vCenter Server 6.0.0 build 3634789.

VMware

vCenter Server 6.0 ,
Copyright (C) 1998-2016 VMware, Inc. All rights reserved. This product is protected

by copyright and intellectual property laws in the United States and other countries

as well as by international treaties. VMware products are covered by one or more

patents listed at http://www.vmware.com/go/patents.

e @ | 3 PBG

454 PM

Click Next to proceed with the installation.

Pl
A

YMRC ~

vc-win - VMware Remote Console [= =[]

- o5
VMware vCenter Server 6.0.0

End User License Agreement
Read the following license ag before p with the i

VMWARE END USER LICENSE AGREEMENT

PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL GOVERN
YOUR USE OF THE SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY APPEAR DURING THE
INSTALLATION OF THE SOFTWARE.

IMPORTANT-READ CAREFULLY: BY DOWNLOADING, INSTALLING, OR USING THE SOFTWARE,
'YOU (THE INDIVIDUAL OR LEGAL ENTITY) AGREE TO BE BOUND BY THE TERMS OF THIS END USER
LICENSE AGREEMENT (‘EULA"). IF YOU DO NOT AGREE TO THE TERMS OF THIS EULA, YOU MUST
NOT DOWNLOAD, INSTALL, OR USE THE SOFTWARE, AND YOU MUST DELETE OR RETURN THE
UNUSED SOFTWARE TO THE VENDOR FROM WHICH YOU ACQUIRED IT WITHIN THIRTY (30) DAYS
IAND REQUEST A REFUND OF THE LICENSE FEE, IF ANY, THAT YOU PAID FOR THE SOFTWARE.

EVALUATION LICENSE. If You are licensing the Software for evaluation purposes, Your use of the
Software is only permitted in a non-production environment and for the period limited by the License Key.
Notwithstanding any other provision in this EULA, an Evaluation License of the Software is provided “AS-IS”
\without indemnification, support or warranty of any kind, expressed or implied.

[V T accept the terms of the license agreement.

| | Cancel

E o - €& - PEb

4:55PM

10. Check I accept the terms of the license agreement checkbox, click Next to proceed.
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A ve-win - VMware Remote Console

VMware vCenter Server 6.0.0

Select deployment type
Select the component to deploy.

vCenter Server 6.0.0 requires a Platform Services Controller, which contains shared services such as vCenter Single Sign-On,
Licensing, and Certificate Management. An embedded Platform Services Controller is deployed on the same Windows Host as
vCenter Server. An external Platform Services Controllers is deployed in a separate Windows Host. For smaller installations,
consider vCenter Server with an embedded Platform Services Controller. For larger installations with multiple vCenter Servers,
consider one or more Platform Services Controllers. Refer to product documentation for more information.

Note: Once you deploy vCenter Server, you can only change from an embedded to an external Platform Services Controller with a
fresh install.

Embedded Deployment VM or Host
h Platform Services
@® vCenter Server and Embedded Platform Services Controller { Controller

vCenter Server

External Deployment ___VMor Host
- Platform Services
O Platform Services Controller | Controlier

O vCenter Server - 1
VM or Host VM or Host

A previously installed Platform Services Controller is
required vCenter Server vCenter Server

c f;,l‘ U@ s PREG 10‘;:/:1‘16

11. Select vCenter Server with an embedded infrastructure controller. Click Next to
proceed.

A ve-win - VMware Remote Console
VMRC | I + & O <
VMware vCenter Server 6.0.0

System Network Name
Configure the name of this system.

Enter the system name to use for managing the local system. The system name will be encoded in the SSL certificate of the
system so that the components can communicate with each other by using this name. Enter the system name as a fully-qualified
domain name (FQDN). If DNS is not available, you can provide a static IPv4 address. IPv6 is supported only by using a name.

System Name: [winve.pe.lab

€D Note: The System Network Name cannot be changed after deployment.

456PM
< PR D g0

12. Enter the FQDN or IP address of the host in the System Name field, click Next to
proceed.

A warning dialog displays if you enter an IP address; click OK to proceed.
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A ve-win - VMware Remote Console |Lli-

VMware vCenter Server 6.0.0

vCenter Single Sign-On Configuration
Create or join a vCenter Single Sign-On domain.

@ Create a new vCenter Single Sign-On domain

Domain name: [vsphere.local

user name vCenter Single Sign-On: ‘ammmgpatw

password vCenter Single Sign-On:

Confirm password: [eeescees|

Site name: |Default-First-Site

© Join a vCenter Single Sign-On domain

Platform Services Controller EQDN or IP address: [

HTTPS port vCenter Single Sign-On: |443

user name vCenter Single Sign-On [administrator

password vCenter Single Sign-On: I

o Note: vCenter Single Sign-On configuration cannot be changed after deployment.

Cancel |

&4 € I # S P B

13. The Single Sign-On Configuration window displays. Enter the administrator
password for the new Single Sign-On domain in the Password and Confirm password
fields. Click Next to proceed.

CAUTION: TO PREVENT UNAUTHORIZED ACCESS, YOUR SELECTED ROOT PASSWORD

SHOULD CONTAIN AT LEAST EIGHT (8) CHARACTERS AND CONSIST OF A MIX OF
LOWERCASE AND CAPITAL LETTERS, DIGITS, AND SPECIAL CHARACTERS

A vc-win - VMware Remote Console |;|E-

VMware vCenter Server 6.0.0

vCenter Server Service Account
Enter the vCenter Server service account information.

By default, the vCenter Server instance runs in the Windows Local System account. To run in another administrative user account,
select the option to specify a user service account and provide the account credentials. The user service account must be granted
the 'Log on as a service' privilege.

® Use Windows Local System Account
Note: IF you select this option, you cannot connect to an external database using Integrated Windows authentication.

O Specify a user service account

Account user name: [win-T26HB565Q52\Administrator

Account password |

| [ cancal |
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14. Select Use Windows Local Account. Click Next to proceed.

7 vec-win - VMware Remote Console [=[o 5|

VMware vCenter Server 6.0.0

Database Settings

Configure the database for this deployment.

@® Use an embedded database (vPostgres)

O Use an external database

DSN Name:

DB user name:

DB password:

I [ Cancel ]

_RENe e ) 550 g

15. Select Use an embedded database (vPostgres), Click Next to proceed.

SP-00000-001_v01.0/.| 72



Installing VMware vCenter Server 6.0 U2

A vc-win - VMware Remote Console

VMRC~ | ] ~ & I «

1! VMware vCenter Server 6.0.0

Configure Ports
Configure network settings and ports for this deployment.

Common Ports
HTTP Port:
HTTPS Port:
Syslog Service Port:
Syslog Service TLS Port:
Platform Services Controller Ports

Secure Token Service Port:

7

=
=
T
Bl
—
-
=
e

vCenter Server Ports
Auto Deploy Management Port:
Auto Deploy Service Port:
ESXi Dump Collector Port:
ESXi Heartbeat Port:

=
o
N

vSphere Web Client Port:

£

0 The following ports must also be available for this deployment:
88, 389, 636, 2012, 2014, 2020, 7080, 7081, 11711, and 11712

Cancel

|

<[5 B

10:41 AM
10/21/2016

16. Ensure that the ports are configured as shown in the Configure Ports window and

click Next to proceed. The Destination Folder window displays.
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A vc-win - VMware Remote Console SE] |

VMware vCenter Server 6.0.0

Destination Directory
Select the storage location for this deployment.

Install vCenter Server with an embedded Platform Services Controller to:

C:\Program Files\VMware\

Store data for vCenter Server with an embedded Platform Services Controller in:

C:\ProgramData\VMware\ Change...

| [ cancel |

17. In the Destination Directory window accept the suggested path. Click Next to
proceed.

A ve-win - VMware Remote Console l;[i-

VMware vCenter Server 6.0.0

Customer Experience Improvement Program

Read the following Customer Experience Improvement Program details

VMware’s Customer Experience Improvement Program (“CEIP") provides VMware with information that enables VMware to
improve its products and services, to fix problems, and to advise you on how best to deploy and use our products. As part of the
CEIP, VMware collects technical information about your organization’s use of VMware products and services on a regular basis in
association with your organization’s VMware license key(s). This information does not personally identify any individual.

For more details about the Program and how VMware uses the information it collects through CEIP, please see the product
p:, .vmware. fo?id=1401. If you prefer not to participate in VMware’s CEIP for this product, you
should uncheck the box below. You may join or leave VMware’s CEIP for this product at any time.

[¥]30in the VMware Customer Experience Improvement Program

10:45 AM
BB G pme

18. The Customer Experience Improvement program sends benign usage data to
VMware for the purposes of investigating possible defects and general enhancement
of the customer experience. Enroll in the program or not, at the discretion of the
installer. Click Next to proceed.
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The Ready to install window appears.
A ve-win - VMware Remote Console |Ll£-

VMware vCenter Server 6.0.0

Ready to install

Review your settings before starting the installation.

System Name: winvc.pe.lab

Deployment type: vCenter Server with an embedded Platform Services Controller
vCenter Single Sign-On configuration: Create a new vCenter Single Sign-On domain

vCenter Single Sign-On user name: administrator

vCenter Single Sign-On domain: vsphere.local

vCenter Single Sign-On site name: Default-First-Site

vCenter Server service account: Windows Local System Account

Database type: embedded (vPostgres)

Installation directory: C:\Program Files\VMware\

Data directory: C:\ProgramData\VMware\

<Back | [ nstall | [ cancel |

10:48 AM
BB e

19. Verify that all the selections are correct and click Install to proceed.

The installation takes place.
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A

VMRC ~ |

- &=

vc-win - VMware Remote Console

VMware

vCenter Server 6.0

VMware vCenter Server 6.0.0

Setup Completed

Your vCenter Server is successfully

o Post install step(s):

installed.

1. vCenter Server is installed in evaluation mode. Activate vCenter Server by using
the vSphere Web Client within 60 days. When the evaluation period of this vCenter
Server expires, all hosts will be disconnected from this vCenter Server.

2. Use the vSphere Web Client to manage vCenter Server. Log in with the vCenter
Single Sign-On administrator account administrator@vsphere.local.

Launch vSphere Web Client ‘

- 11:00 AM
< BBE 06

20. Click Finish to complete the installation process

4.2.2 Adding Licenses to your vCenter Server

Use the following procedure to add licenses to your vCenter Server.

600 Weicome to VMware vSp! x

« C (% hups://gridjp-veenter, avidia.com

m =

50

vmware

Getting Started
To access vSphere remotely, use the
vSphere Webd Clent.
Log in to vSphere Web Client
For help, see

vSphere Documentation

For Administrators
Woeb-Based Datastore Browser
Use your web browser 10 find and download files (for
example, virtual machine and virtual disk files).

Browse datastores in the vSphere inventory
For Developers
vSphere Web Services SOK
Learn about our latest SOKs, Toolikits, and APIs for
managing VMware ESX, ESX), and VMware vCenter.
Get sample code, reference documentation, participate
in our Forum Discussions, and view our latest Sessions
and Webinars.

Leamn more about the Web Sarvices SDK

Browse objects managed by vSphere

1. Open a web browser and navigate to the vCenter host at https://<host>, where
<host> is either the hostname or IP address. Ignore the untrusted certificate warning
if it displays. Select Log in to vSphere Web client.
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2. Install the VMware Client Support Plug-in by selecting Always run on this site, if
prompted.

e VMware"vCenter” Single Sign-On

Password:

Use niication

3. Enter User name administrator@vsphere.local and password that you specified
during installation, and then click the Login button.

SP-00000-001_v01.0/.| 77


mailto:administrator@vsphere.local

Installing VMware vCenter Server 6.0 U2

There are vCenter Server systems with expired or expiring licenses in your inventory. Manage your lis

vmware* vSphere Web Client fi=

Navigator
il

- ,

mm

4 History

©

s

vCenter Inventory Lists
] Hosts and Clusters
VMs and Templates
3 Storage

€9 Networking

[t Policies and Profiles
&3 Hybrid Cloud Manager
(_J vRealize Orchestrator

&% Administration

V| iV V V| i IV VV VYV

Tasks
|5 Log Browser
[T Events

&P Tags

3 New Search
[ Saved Searches

4. Click the Home icon (house) and then select Administration.

Home ]

Inventories

L

vCenter
Inventory Lists

Hosts and
Clusters

Monitoring

Taskoo C=ala Event Console

-

-
Administration
Roles System
Configuration
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| (2 vSphere Web Client

Details.

i Navigator X Licenses
| <4 Home y | ®©
plene

License provider: {NI 6.0 vCenter Server instances |v] (i}
Administration

~ Access Control MJ Licenses | Products ' sets
Roles +
Global Permissions Lices
~ Single Sign-On

Users and Groups

= - Faiay Product Usey
Create New Llcenﬁ This Yisti
Configuration
~ Licensing
Reports.
~ Solutions
Client Plug-Ins.
vCenter Server Extensions
~ Deployment
System Configuration >

~ Customer

Customer Experience Improvement....

M

5. Select Licenses from the left-hand menu and then select the Licenses tab. Click the
green New License icon (plus sign) to open the New Licenses popup.

|=] New Licenses () »

B4 1 Enter license keys Enter license keys

Enterlicense keys from which to create new licenses.
2 Edit license names

3 Readyto complete Licgnse keys (one per ling)

Back Next Finish Cancel

6. Enter the vCenter Server license key
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[:] New Licenses

2) b

« 1 Enter license keys Edit license names

Each license key is placed in a separate license. Review the licenses and name them as appropriate
v B

9 [ hEnGED License name: [Viware vCenter Server B Standard £4]
License key: Expires
Product Whtware vCenter Server B Standard (nstances) Caparcity  Unlimited |
Back Next Cancel

7. Enter a unique name for the license in the License Name field and then click Next.

|=] New Licenses

+ 1 Enter license keys Ready to complete

+/ 2 Edit license names

fd 3 Readyto complete Number of licenses: 1

License name: Whiware wCenter Server 6 Standard EA

License key

fou san now add the new licenses to the inventory. Once added, assign the licenses lo assets to use produst features

Back Finish

Cancel

8. Review your selections and then click Finish to close the Enter New License wizard
and return to the VMware vSphere Web Client page.

SP-00000-001_v01.0/.| 80



Installing VMware vCenter Server 6.0 U2

4.3 SETTING THE NTP SERVICE ON A HOST

fi=

vmware’ vSphere Web Client

Navigator X | [A hpesxitpelab = Actions v

Lo
v |8 a8 o

4 Home

O | Administrator@VSPHERELOCAL ~ | Help ~ | (CYEEIE

Getting Started Summary  Monitor ‘ Manage | Related Objects

3 Alarms

| Al(0) | New(0) Acknoy

+ (31 depvc pe.lab

—| [560ngs | Networking | Storage [ Alarm Definitions | Tags [ Permissions |

 [g Datacenter

T Time Contguraion
| Hconing Date & Time: 121612016 6:22 ARY ’ —
# Work In Progress
Lt O NTP Client Disabled =
Time Configuration
NTP Service Status: Stopped
Authentication Services
NTP Servers:
| Certificate
Power Management
Advanced Svstem Seffina ™
‘ | = B 5
|
[7] Recent Tasks
| Task Name Target Status nitiator Queued For Stant Time
Add standalone host [ Datacenter v Completed VSPHERE LOCAL\ 3ms | 120612016 2:11:5

1. Click a host object in the menu on the left, click Manage->Settings— Time

Configuration—> Edit

@ 10.31.235.11: Edit Time Configuration

) Manually caonfigure the date and time an this host

=) Usze Metwork Time Protocol (Enahle MTP client)
MTP Service Status: Stopped

Start

Specify how the date and time an this host should be set.

The KTF Service settings are updated when you click Start, Restart, or Stop

|V|

Uszer starts and stops the service manually

MTF Service Startup Policy: Start and stop manually

MNTP Servers: 10.31.235.1

Separate servers with caommas, eg. 10.31.21.2, fe00:2800

2. Enter a valid time server and click OK.

3. Do this for each host to ensure time is accurate for all guests.

OK Cancel

4.4 SETTING VCENTER TO AUTO-START

Use the following procedure to set vCenter to start automatically with the management

server:
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vmware’ vSphere Web Client  f= U | Administrator@VSPHERE LOCAL ~ I
Navigator X | [3 hpesxitpelab | Actions v 3 Alarms
| <4 Home L) Getting Started  Summary ~ Monitor \ Manage \ Related Objects [ Al ‘M New (0)  Ackno|
P | @ B8 8
Jv@depvc pelab Seffings | Networking | Storage | ‘Alarm Definiions ‘ Tags ‘ Permissions ‘
w [Ig Datacenter . N
T T e

¥ Mictiin] Mac s “| Ifthe hostis part of a vSphere HA cluster, the'aatsmatiC
VM Startup/Shutdown :: startup and shutdown of virtual machines is disabled. | # Work In Progress
Agent VM Settings

Order VM Name Startul*
Swap file location Manual Startup &
Default VM Compatibility FreshWin10fromTem. Disa
+ System vCenter Server Appli... ' Disa
IR vk M win10-demo-1 Disa”
P T B 1 i >
[Z] Recent Tasks
Task Name Target Status Initiator Queued For Stent Time
Add standalone host [l Datacenter v Completed VSPHERE.LOCAL\\. 3ms | 12/6/2016 2:11:5¢

1. In the vSphere Web Client, select the host then select Manage-> Settings=>VM
Startup/Shutdown.

[ 10.19.0.2: Edit VM Startup and Shutdown

Default VM Settings

System influence (V] Automatically start and stop the virtual machines with the system

Startup delay second(s) [] Continue immediately if VMware Tools starts.
Shutdown delay second(s)

Shutdown action | Power off

Per-VM Overrides
@

Type Order VM Name Startup Be... Startu...
Automatic Startup

Any Order

Manual Startup

VMware T... Shutdown .. Shutdown .. Shutd...

vCenter Server Appli...  Use Def... 120 Continu... Use Def..

Power off 120

2. Click the Edit button.
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[ hp-esxi-1.pe.lab: Edit VM Startup and Shutdown {

(-v)

Default VM Setfings

System influené® [V Automatically start and stop the virtual machines with the system

Startup delay 20| “SCoaST -] Continue immediately if VMware Tools starts.
Shutdown delay 120| second(s)

Shutdown action | Power off
Per-VM Overrides
4
Type Order VM Nsme Statup B... Startu.. VMwsre T.. ~Shutdown... Shutdown... Shutd.
Automatic Startup G
1 vCenter Server Appl... Use Def... 120 Continu.. UseDef.. Poweroff 120
Any Order
Manual Startup
win10-demo-2 Use Def... 120 Continu.. UseDef.. Poweroff 120
win10-demo-1 Use Def. 120 Continu.. UseDef.. Poweroff 120
FreshWin10fromTem... Use Def. 120 Continu.. UseDef.. Poweroff 120
win10-demo-3 Use Def... 120 Continu... UseDef.. Poweroff 120 |~

| ok H Cancel |

3. Check the box marked Automatically start and stop the virtual machines with the
system.

[ hp-esxi-1.pe.jab: Edit VM Startup and Shutdown Q

Default VM Setfings

Systeminfluence [V Automatically start and stop the virtual machines with the system

Startup delay second(s) [_] Continue immediately if VMware Tools starts
Shutdown delay 120| second(s)

Shutdownaction [Powerof ||
Per-VM Overrides
L 4
Type Order VM Name Startup 8. Startu. VMwsre T. Shutdown Shutdown Shutd.
Automatic Startup *
1 vCenter Server Appl... Use Def... 120 Continu.. UseDef.. Power off 120
Any Order
Manual Startup
win10-demo-2 Use Def... 120 Continu.. Use Def.. Poweroff 120
win10-demo-1 Use Def.. 120 Continu.. UseDef.. Poweroff 120
FreshWin10fromTem... Use Def... 120 Continu.. UseDef.. Poweroff 120
win10-demo-3 Use Def... 120 Continu.. UseDef.. Power off 120 |~

[ ok ][ cancel

4. Select the vCenter Appliance and click the Up arrow to move that virtual machine up
to the Automatic Startup section.
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[ 10.19.0.2: Edit VM Startup and Shutdown 7

Default VM Settings

System influence [¥] Automatically start and stop the virtual machines with the system
Startup delay | "12707‘} second(s) [| Continue immediately if VMware Tools starts

Shutdown delay [ 12!].; second(s)

Shutdown action | Power off |+

Per-VM Overrides

L4

Type Order M Name Startup Beha.. | Startup Wware Tools  Shutdown B...  Shutdown Ac.. S

Automatic Startup

1 vCenter Server Applian Custom 0 Continuei Custom Guestsh. 120
Any Order

Manual Startup

ok || cancel

5. Select the following options:

> Set Startup Behavior to Custom and select Continue immediately if VMware Tools
starts

> Set Startup Delay to O
» Set Shutdown Behavior to Custom
> Select Guest Shutdown
Click OK to apply the configuration.
The vCenter Web Client may not reflect these configuration changes immediately.

Either click the Refresh icon or a different configuration group and return to the
current setting.

4.5 MOUNTING AN NFS ISO DATA STORE

An NFS datastore can come in handy, since so many OS can access it. It becomes a
storage point for files used by the ESXi server. We recommend using it to store ISO files
for operating system installations, like Microsoft Windows.

Use the following procedure to mount an NFS ISO data store:

1. In the main vSphere Web Client window, select Hosts and Clusters and select the
host.

2. Select Storage—>New Datastore from the Actions drop-down menu.

SP-00000-001_v01.0/.| 84



Installing VMware vCenter Server 6.0 U2

I’ {1 New Datastors B
v 5
2 Select NFS version vmrs
3 Name and configuration Creato & VIFS catasione on a GkALUN
« NFS
Create an NFS Catasiore on a0 NFS share over e retwork
oL
Croate 3 Viru VOumes Catasions 0n 3 SI078Ge CONBNGT CONNECING 10 8 SI07BQ8 SrOVICer
Next Cance
3. Select NFS and click Next to proceed.
" £3 Newbatastore ol

v 1 Type NFS Version
3 Name and configuration NFS3

4 Readyto complete D NFS 4.4
NFS 4.1

/A Use onlyone NFS version to access a given datastore. Consequences of mounting one or more hosts to the same datastore

using diflerent versions can include data corruption.

Back Iﬁ(t

Cancel

4. Select the correct NFS version and click Next to proceed.
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#3 New Datastore 2 »

Vv 1 Type Datastore name: [FreeNAS

W 2 SelectNFS version

3 Name and configuration NFS Share Details

4 Ready®complele Folder:  [fmntpool0

E.g: Nolsivol0/datastore-001
Server. [ﬁeenas pe.lab|

E.g: nas, nas.itcom or 192.168.0.1

@ Ifyou plan to configure an existing datastore on new hosts in the datacenter, itis recommended to use the "Mount to additional
hosts™ action instead.

Access Mode

[C] Mount NFS as read-only

Back Next Cancel

5. Enter the NFS exported folder path and the NFS server address in the Folder and
Server fields, respectively. Click Next to proceed.

Since this an ISO data store, consider mounting it as read-only by checking the
Mount NFS as read-only checkbox.

#3 New Datastore 2 »

v 1 Type

General
/2 SelectNFS wersion

Name  FreeNAS
v 3 Name and configuration

4 4 Ready to complete

Type NFS
Version  NFS3

NFS share and access mode:

Server freenas.pe. lab
Folder Imnt/pool0

Access Mode Read-write

Back Fm[%h Cancel

6. Review the settings. Click Finish to complete adding the NFS ISO data store.
This data store is now accessible as an installation source for virtual machine CD
drives.
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4.6 CREATING VSPHERE CLUSTERS FOR GRID
SERVERS

This section covers adding logical organizational units in vCenter to cluster hosts and
manage them under a data center object. This is especially important for distributing
GRID vGPU-enabled desktops across clustered vSphere hosts with NVIDIA Tesla GPUs.

4.6.1 Creating a Datacenter in vCenter

vmware* vSphere Web Client #

Navigator X | (} Home

O |[home |

D oo

[75 vCenter Inventory Lists > p
SR "l ‘(
[ Hosts and Clusters > = Jiﬂ sy g h 4
@] s and Templates > vCenter Hosts and W and Storage Networking
£ Storage > ‘ Inventory Lists Clusters Templates
€ Networking >
[ Policies and Profiles > Ij @ O°
| @ Hybrid Cloud Manager > -
| . &
P i Content Hybrid Cloud vRealize
") Rl > Libraries Manager Orchestrator
ﬂ &% Administration >
(7] Tasks
|5 Log Browser @ @ |§| }j [
[T Events = 38| [ 51
= Task Console Event Console Host Profiles VM Storage Customization
&7 Tags Policies Specification
= Manager
@Q New Search > B Watch How-to Videos
[ saved Searches > I

1. Log in to vCenter Web Client and click on Hosts and Clusters.
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Ddopvc.puu‘!x

- O Getting Started | Sun
8 a
(2! depvc pe lab _—
(3 Actons - depvc pe lab joate Datcon
fiy New Datacenter.. <l LvCenn
£ New Folder fe ready to set
fep is creating

¥@ Deploy OVF Template 1
acenter contall

Export System Logs §5 hosts and
= ; ineed onlyone
[Eg Assign License Bnies mightus

Sefttings ientorganizat

Mise

Tags .

Add Permission

Alarms » l

To get started click

2. In the left-hand Navigator pane, right click on the vCenter and select New Datacenter
from the pop-up menu.

New Datacenter ) »

Datacenter name: |Datacenter |

Location: [ depvc.pelab

[ oK ][ Cancel ]

3. On the resulting pop-up, enter a name for the new Datacenter, and click OK.
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4.6.2 Creating a Cluster in the Datacenter

fi=

vmware- vSphere Web Client

Navigator .11 [f7 Datacenter | Actions -

4 Home D J Getting Started | Summary  Mon
(o | B a
» [5 depvc.pe.lab
fig Dalzcenie i
Actions - Datacenter

H AddHost. puter that uses wir

%§ New Cluster.. gs ESX or ESX, to

Mew Folder p Mg a hostto the in
he management:

Create Datacenter 9 Ad

Distributed Switch
MNew Virual Machine r
. 1puter running ES
'@ Mew vApp from Library. . don't have ESX or
¥@ Deploy OVF Template... 18 Viilware Web si
iut this product.
Storage »

fou must know the
ative account (typi
froot) and the loc:

Edit Default VM Compatibility...

g2 Migrate VM to Another Network...

work.
Move To...
Rename...
Tags »
Add Permission...
Alarms [

3 Delete

All vRealize Orchestrator plugin Actions  »

1. In the left-hand Navigator pane, right click on the Datacenter object, then, on the
menu that pops up, click New Cluster...
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%] Mew Cluster

(2)

|~

Mame |Froduction|
Location PEG
» DRS ] Turm o
b wSphere HA ] Turm o
» EVC | Disable
b wittual SAN ] Turm o

2. In the New Cluster dialog box, enter Production in the Name area. Click OK.

3. Repeat this procedure to create a cluster named Management.

You should now have a logical organizational structure of clusters in the datacenter: one
for management, the other for production VDL

4.6.3 Adding a Host

Use the following procedure to add a host in the vCenter cluster.

1.

U | Adminiskator@VSPHERE LOCAL|

vmware: vSphere Web Client =

| Navigator X | (} Home
| ko) - ‘ Home I
[arvome RIS
|
[75 vCenter Inventory Lists > ‘ o
| [ Hosts and Clusters > ; R | .
[&) Wis and Templates > NContr Hostsand
3 Storage > Inventory Lists Clusters
| € Networking >
| [ Policies and Profiles > @ @
€@ Hybrid Cloud Manager > Y
v i & Content Hybrid Cloud
() vRealize Orchestrator > Libranies Manager
Administration >
[] Tasks
| Log Browser -
[T Events @ @
& Tags Task Console Event Console
Q New Search B Watch How-to Videos
[ saved Searches > I

Select Hosts and Clusters.

W and
Templates

Storage

(o]
VRealize
Orchestrator

¢ 3
VM Storage
Policies

Host Profiles

Q@

Networking

Lt
S
Customization
Specification
Manager
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vmware® vSphere Web Client  #= U | Adminisiralor@VSPHERELOCAL ~ | Help ~ |

| [ Datacenter | Actons ~ | £ Aarms. x|

J Getting Started | Summary Monitor Manage Related Objects \ Al (1) ‘ New (1) Acknowled.

Cluster B 4\ pata Senvice (depvc pe lab)

() depvepelab You need a computer running ESX or ESXi
& - Software. Ifyou dont have ESX or ESX Dak Service Heamh Aoy

Software, visitthe Vihiare Web sie for
I » ) Management information about this product
¥ N Produicich To add a host, you must know the credentials & . —
of the administrative account (typically R > £ oare
Administrator of root) and the location of the
hoston the network.

VCenter Server

nt

Explore Further
To continue vCenter Server setup, click Add a host

Lear more about datacenters
g Add a host Leam how to create datacenters
% Creaw a cluster Leam about hosts
Leam about clusters
Leamn about folders

Recent Tasks.

2. In the left-hand Navigation pane, select the vCenter. Select the Getting Started tab and
select Add a Host.

) Add Host 2 n
1 Name and location Enterthe name o IP address of the host to add to vCenter Server.
2 Connection seftings Hostname o P address: ~[hp-esxi-1 pe.lab |
3 Hostsummary Soedion [y Datacenter
4 VMiocation
Type ESX MR ]

5 Readyto complete

Next Cancel

3. Enter the host name or IP address of the vSphere host and click Next.
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0 Add Host 2w
+ 1 Name and location Enter the administrative account information for the host. The vSphere Web Client will use this information to connect to the host
- and establish a permanent account for its operations.
2 Connection setiings
User name: root
3 Hostsummary I
Back Ne% Cancel

4. Enter the administrator account credentials in the User name and Password fields and

click Next.

Security Alert

certificate.

AB4F

The certificate store of vCenter Server cannot verify the

The SHA1 thumbprint of the certificate is:
D2:7F:33:D0:E4:1D:EF:57:C4:09:14:DD:09:92:EC:68:36:46:

Click Yes to replace the host's certificate with a new
certificate signed by the VMware Certificate Server and
proceed with the workflow

Click No to cancel connecting to the host at this time.

Click Yes to replace the host certificate.

) AddHost ) n
+ 1 Name and location Name hp-esxi-1.pelab
¥4 2 Connection setiings Vendor HP
B4 5 Hostsummary  JUCEH] ProLiant DL380 Geng

4 Assign license Version ViMware ESXi 6.0.0 build-3620759

1o ode Virtual Machines

6 W on

7 Readyto complete

Back Next Cancel

6. Review the settings and click Next to proceed.
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@ Add Host 2 n
+ 1 Name and location Licenses
2 Connection setlings e e
3 Hostsummary e Product Ussge Cops.
. Il i - - - ==
v T O fesenten
5 Lockdown mode
L titems [o~
P
%
Assignment Validation for Evaluation License
[\ Thelicense expires in 46 days
Back Next Cancel

7. Confirm the license selection and click Next

@ AddHost 2w

+ 1 Name and location When enabled, lockdown mode prevents remote users from logging directly into this host. The host will only be accessible through

i B local console or an authorized centralized management application,
+/ 2 Connection setings

+ 3 Hostsummary If you are unsure what to do, leave lockdown mode disabled. You can configure lockdown mode later by editing Security Profile in
host settings.
v 4 Assignlicense
o +) Disabled
&4 5 Lockdown mode () Normal
6 VM location The hostis accessible only through the local console or vCenter Server.
() Strict

The hostis accessible only through vCenter Server. The Direct Console Ul service is stopped.

Back Next Cancel

8. Accept the default setting (Disabled) and click Next.
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+ 1 Name and location Q Se

2 Connection setiings
- i Datacenter

+ 3 Hostsummary
V4 Assign license
+ 5 Lockdown mode

B4 6 Wilocation

7 Readyto complete

Back Next

Cancel

9. Select a cluster or accept the default option and click Next to proceed.

© Add Host 2 n
+ 1 Name and location Name hp-esxi-1.pe.lab
/2 Connection settings Version Vhware ESXi 6.0.0 build-3620759
v 3 Hostsummary License Evaluation License
4 Assign license Networks \Sm?eh’fark
V5 Lockdown mode

Datastores datastore1 (1)
+/ 6 WMlocation JKXIO
¥ 7 Readyto complete FreeNAS

Lockdownmode  Disabled

VM location Datacenter

Back % Finish Cancel

10. Click Finish to complete adding the new host.
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fi=

‘[ Navigator

=

|1 Datacenter | Actions ~

4 Administration

jo)

| Getting Started | Summary Monitor Manage Related Objects

v | @ 8 a
v (5 depvc.pe.lab

fig Datacenter >

» [3 hp-esxi-1.pe.lab

What is a Datacenter?

A datacenter is the primary container of
inventory objects such as hosts and virtual
machines. From the datacenter, you can add
and organize inventory objects. Typically, you

Virtual Machines
add hosts, folders, and clusters to a L !

datacenter. Qus‘i,/ 4 > 4
vCenter Server can contain multiple <
datacenters. Large companies might use 2 -
multiple datacenters to represent ~ = R
izational units in their ise. S HoRERY
< ;\1\ //
>
Datacenter

vCenter Server

vSphere Client

11. The new host is now visible in the left panel when you click the datacenter name.
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CHAPTER 5. GRID SOFTWARE
PREPARATION

The following steps provide needed software and licenses for your GRID installation.

They include:

Obtaining software and evaluation licenses
Creating the License Manager server

Registering the License Manager server

Installing license files in the License Manager server

Replacing evaluation licenses with permanent licenses

Yy v v v v Vv

How to obtain Support, Update, and Maintenance (SUMS)

After we have created the first desktop VM, we will configure it to receive licenses from
the License Manager server.

5.1 OBTAIN AN EVALUATION LICENSE PAK AND
DOWNLOAD SOFTWARE

Use the following directions to obtain the GRID software and evaluation licenses.

SP-00000-001_v01.0/.| 96



GRID software preparation

a x
o 8 nvidia.com £~ O (2 How to Buy NVIDIA GRID'S. -
~
NVIDIA E—
NVIDIA GRID TECHNDLOGY  HESOURCES
NVIDIA GRID
CHOOSE THE RIGHT NVIDIA GRID SOLUTION
Get started with NVIDIA GRID™ today with one of our
certified NVIDIA partners whe can help you with on-
premises or cloud service provider (CSP) solutions,
built an NVIDIA GRID
v
1. In a browser navigate to http://www.nvidia.com/buygrid.
a x
o 8 nvidia.com £~ O (2 How to Buy NVIDIA GRID'S. -
esla Mé0 GPU Accelerator &
This acceleratar is designed specifically for data
dual-slot PCI Express form factor for rack and tower
Find out mare about
Download 3 %0-day evaluation edition of NVIDIA GRID software to run on your NVIDIA Tesla Mé, M10, or M&0 GPU.
DOWNLOAD EVALUATION SOFTWARE
[in JEST
8 o Blog
8 vouTuse
v

2. Scroll to the bottom of the page. Click on Download Evaluation Software.
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DRIVERS PRODUCTS & ARMIMG AMD AJ & COMMUMITIES. &

NVIDIA SUPPORT

WOV beret - Pyt = WV GRID - By

PRODUCT OVERVIEW

v, sacurily, and llexiility lor evwery use cisa,

Dowriboad the more instructions on starting your evaluabon.

f you have any additional questions, piease resch out to your or

eheration to virtualization. NWIDIA GRID™ uniocks the p SOF TWARE DOWNLOAD

GRID software preparation

3. Click on Software Download. The NVIDIA Enterprise window opens.

% |2 NVIDIA GRID Evaluation | NVL.. | < NVIDIA Enterprise

NVIDIA. Enterprise

CREATE YOUR NVIDIA ENTERPRISE ACCOUNT

If you need assistance with registration, please email

enter, port@nvidia.com

*Required Fields

*Email address:

*Company:

First name:

*Last name:

*Job role: v

Industry: v

*Phone:

"Street 1:

Street 2:

4. Fill out the form completely and click Register. Once your account has been created,

you will receive and email with further instructions.
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b O 4 NVIDIA GRID Evaluation | NVI.. <2 NVIDIA Enterprise x

NVIDIA. Enterprise

NVIDIA ENTERPRISE ACCOUNT CREATED

A confirmation email has been sent to|| @ |

5. Check your email for licensing instructions.
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SAANVIDIA

We're almost done creating your NVIDIA Enterprise account, You can use this account to log in
to the NVIDIA Licensing Portal and NVIDIA Enterprise Support.

Log in email:

Product Activation Key (PAK): GRIDEvalPAK|EEEGEEE

ACTION REQUIRED: Click on the SET PASSWORD button below to set your password and if
applicable, to redeem your PAK.

You can redeem your PAK manually after setting password:

1. Logging to NVIDIA Enterprise.

2. Click on NVIDIA Licensing Portal.

3. In Left Navigation, click on Redeem Product Activiation Key.
4. Copy your PAK and paste in the first field to redeem.

Note: additional questions may be asked.

SET PASSWORD «

This password link is only valid for a period of 24 hours. If not used before it expires, you will
need to request a new one by using Forgot password.

If you did not register for an NVIDIA Enterprise account, some one may have registered with
your information by mistake.

Contact Enterprise Support for further assistance.

6. In the email you received with your Product Activation Key, click on the Set
Password icon. This will open a browser window.
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NVIDIA. Enterprise

CREATE NEW PASSWORD

New password:

Re-type password:

Note: Please include 8 or more characters. Use a combination with at least
one upper, lower, number and a special character - ~![El#$%“&*][_+—:[}=“

7. In the Set Password window, enter a new password, re-type, and click Submit.

NVIDIA. Enterprise

Your password has been updated successfully.

Please wait.

You will be redirect to login and redeem your PAK.

Any issues , please email Enterprise Support

8. If successful, you will be advised, and redirected to the Login page.
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NVIDIA. Enterprise

LOG IN

Email address: Enter your Em

Password: Enter passwor

a

9. Login with your email address and new password.

Help | Customer Service | NVIDIA Enterprise

S

NVIDIA.
NVIDIA SOFTWARE LICENSING CENTER > REDEEM PRODUCT ACTIVATION KEYS

Software & Services

Product nformation Redeem Product Activation Keys

Product Search Use the form below to register additional keys for your account

License History

Search Line ltems

Recent Product Releases | GRIDEvalPAK116592:DKOV7G9LLS13MxbN
Redeem Product Activation I
Keys |
Rendering Licensing |
Search Licenses I

Ve Lienses 8 Hos [

View Licenses Generated by
User

Grid Licensing
Search License Servers

Register License Server

Administration &
Account Administrators
Account Members

Change Password

10. On the Redeem Product Activation Keys page, your activation key will be listed in the
box. Click Redeem.
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S

NVIDIA.

NVIDIA SOFTWARE LICENSING CENTER » REDEEM PRODUCT ACTIVATION KEYS

Software & Services
Product Information
Product Search
License History
Search Line ltems
Recent Product Releases
Redeem Product Activation
Keys

Rendering Licensing
Search Licenses
View Licenses By Host
View Licenses Generated by
User

Grid Licensing
Search License Servers

Register License Server

Administration #
Account Administrators
Account Members
Change Password

Email Preferences

>

NVIDIA.

Register Product Activation Key

Department: I
Number of VDI Seats: * ‘— Please Choose One - v‘
Timeframe for Deployment: * ‘— Please Choose One -- v‘

Wha is your Preferred Partner? * |
Design services or applications to be enabled

with GRID: *

Register for Nvidia Newsletters: O

11. Fill out the Register Product Activation Key form and click Submit.

NVIDIA SOFTWARE LICENSING CENTER » REDEEM PRODUCT ACTIVATION KEYS

Software & Services
Product Information
Product Search
License History
Search Line ltems
Recent Product Releases
Redeem Product Activation
Keys

Rendering Licensing
Search Licenses
View Licenses By Host
View Licenses Generated by
User

Grid Licensing

Search License Servers

Register License Server

Administration #
Account Administrators

Account Members

12. Click Submit.

Register Product Activation Key
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<

NVIDIA.

NVIDIA SOFTWARE LICENSING CENTER > REDEEM PRODUCT ACTIVATION KEYS

Software & Services
Product Information

Product Search

Product Activation Key was redeemed successfully
License History Please go to your products

Search Line ltems

Recent Product Releases

Redeem Product Activation

Keys
Rendering Licensing

Search Licenses

View Licenses By Host

View Licenses Generated by

User

Grid Licensing

Search License Servers

Register License Server

Administration

Account Administrators

Arconint Memhers

13. Click Please go to your products.

<

NVIDIA.
MVIDUA SOFTWARE LICENSING CENTER 3 PR

Softwarg & Senv -
e Product Information

Software

Fice

Select a version To access. oider versions, dick on the “Auchived Viersion™ tab

Current Releazes | Auchived Versons.
Rendoring Licensing Version = Desoripon [ep—
Search 5 41 HOVICHA GRID Mow 1T, 205

ek hene i access yORU IS

hew L
. Please refir 10 jour DEM Pafners recommendaons o G s

As i reminder, thask oefsas a0 not applicatile ts iy prool of concept with K1 e K2,
Downdcad the G for mone instructions on starting your evaluation.

H you have any additional questions, please resch out o your 10004 or

14. On the Product Information page, click the NVIDIA GRID hyperlink.
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<

NVIDIA.

Software & Services
Product Information
Product Search

icense History
Search Line ltems
Recent Product Releases.

Redeem Product Activation

Rendering Licensing
Search Licenses
View Licenses By Host
View Licenses Generaled by
User
Grid Licensing
Search License Servers
Register License Server
Administration &

Account Administrators

Account M

bers
Change Password

Email Preferenc

s

Product Pref

ences
Your Profile

Get Help @

15. Read the End User License Agreement. Click | Agree.

NVIDIA SOFTWARE LICENSING CENTER > SOFTWAI

Software Terms and Conditions

NVIDIA GRID

Please read the following agreement and select [ACCEPT_EULA] at the bottom before: dewmloading your
software

END USER LICENSE AGREEMENT

Release Date: April 13, 2016

NVIDIA SOF TWARE END-USER LICENSE AGREEMENT

IMPORTANT — READ BEFORE DOWNLOADING, INSTALLING, COPYING OR USING THE
LICENSED SOFTWARE

READ CAREFULLY: This Enterprise End User License Agreement ("EULA’), made and entered into
as of the time and date of click through action ("Effective Date”), is a legal agreement between you
and NVIDIA Corporation ("NVIDIA") and governs the use of the NVIDIA computer software and the:
documentation made available for use with such NVIDIA software. By downloading, installing, copying, or
olherwise using the NVIDIA software andior documentation, you agree o be bound by the terms of
thic ELILA.

An not anroa tn tha tarme of this ELILA An nnt dowmlned_inctall oo nr e tha

<

NVIDIA.

Software & Services

Product Information

rch Line ltems

Recent Product Releases

Redeem Product Activation

Rendering Licensing

Search Licenses

View Licenses By Host
View Licenses Generated by
User

Grid Licensing
Search License Servers

Register License Server

Administration &
Account Administrators
Account Members

Change Password

Fmail Praferenres

16. On the Product Download page you will find links to all available versions of GRID

HVIDIA SOFTWARE LICENSING CENTER > SOFTWARE > NVIDHA GRID - FILE

Product Download

NVIDIA GRID

+ Download appropriate version of the NVIDIA GRID software below. You can refer fo the Product Support Matnix to determine which software

package is nght for you
GRID for vSphere 6.5 / GRID for vSphere 6.0 | GRID for XenServer 7.0 / GRID for XenServer 6.5 /
GRID for Windows / GRID for RHEL KVM / GRID for UVP

+ Download the GPU mode change utiity here: Mode Change Utiity
- Download the NVIDIA License Manager here: License Manager for Windows / License Manager for Linix

+ After you install the license server, read the MAC ID displayed on it. Use this MAC 1D to map required number of kcenses and download

license file by clicking on "Greate License Server” in the left side panel

Thank you for your NVIDIA Enterprise software product purchase

software as well as the GPU Mode Change Utility and the License Manager. Click on
GRID for vSphere 6.0.
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>

NVIDIA.
NVIDIA SOFTWARE LICENSING CENTER > SOFTWARE > NVIDIAGRID - FILES

Software & Services

Product Informaton Product Download

Product Search
NVIDIA GRID

License History
Search Line ltems.

Recent Product Releases

+ Download appropriate version of the NVIDIA GRID scftware below. You can refer to the Product Support Matiix to determine which software
package is right for you,

Rend Lit i
enCerng Licenaig GRID for vSphere 6 5 / GRID for vSphere 6 0 / GRID for XenServer 7.0 / GRID for XenServer 65 /

Search Licenses GRID for Windows / GRID for RHEL KVM/ GRID for UVP
View Licenses By Host
View Licenses Generated by + Download the GPU mode change utilty here: Mods Change Uity
User
+ Download the NVIDIA License Manager here: License Manager for Windows / License Manager for Linux
Grid Licensing + After you install the license server, read the MAG 1D displayed on it Use this MAG ID to map required number of licenses and download
Search License Servers license file by clicking on “Create License Server” in the left side panel

Regisler License Server
Administration & Thank you for your NVIDIA Enterprise software product purchase
Account Administrators

Account Members

Change Password

Email Preferences

Pr
vo| What do you want to do with NVIDIA-GRID-
vSphere-6.0-367.64-369.71.zip (0.97 GB)? Save Save as Cancel X

17. Click Save.

A

NVIDIA.

NVIDIA SOFTWARE LICENSING CENTER > SOFTWARE > NVIDIAGRID FILES

Software & Services

Product Information Product Download

Product Search

License History NVIDIA GRID
Search Line ltems
Recent Product Releases
Redeem Product Activation
- Download appropriate version of the NVIDIA GRID software below. You can refer o the Product Support hMatrix to determine which software

package is right for you
Rendering Licensing
GRID for vSphere 8.5 / GRID for vSphere 6.0 / GRID for XenServer 7.0 { GRID for XenServer 85 /
Search Licenses GRID for Windows / GRID for RHEL KVM / GRID for UVP
View Licenses By Host

View Licenses Generated by + Download the GPU mode change utility here: Made Change Utility
User
+ Download the NVIDIA License Manager here: License Manager for Windows / License Manager for Linux
Grid Licensing + After you install the license server, read the MAC |D displayed on it. Use this MAC ID to map required number of licenses and download
Search License Servers license file by clicking on “Create License Server” in the lefl side panel

Register License Server
Administration & Thank you for your NVIDIA Enterprise software product purchase
Account Administrators

Account Members.

Change Password

Email Preferences

vo| What do you want to do with NVIDIA-gpumodeswitch-2016-04.zip (96.6
MB)? Save Save as Cancel X
Gef From: griddownloads.nvidia.com

£

18. Click on Mode Change Utility and save the resulting file.
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>
NVIDIA.

NVIDIA SOFTWARE LICENSING CENTER > SOFTWARE »

Software & Services

Product Download

NVIDIA GRID

poort latrix to determine which software

Keys » Download appropriate version of the NVIDIA GRID software below. You can refer to the Product Si
r you

+ Download the GPU mode change utility here: Mode Change Utility

+ Download the NVIDIA License Manager here: License Man:

Grid Licensing + After you install th
P cense file by clic

d the MAC ID display
ise Server” in the left

Administration & Thank you for your NVIDIA Enterprise software product purchase

hange Password

What do you want to do with NVIDIA-Is-windows-2015.12-0001.zip (137
MB)? Save Save as Cancel X
Gel  From: griddownloads.nvidia.com

19. Click on License Manager for Windows and save the resulting file.

5.2 CREATE THE LICENSE MANAGER SERVER

When enabled on Tesla GPUs, licensed editions of GRID products are activated by
obtaining a license over the network from an NVIDIA GRID License Server. The license
is “checked out” or “borrowed” at the time the VM is booted, and returned when the
VM is shut down.

Use the following instructions to create an NVIDIA License Manager server.

5.2.1 Prepare the License Manager VM

The NVIDIA GRID License Manager can be installed on stand-alone hardware on in a
VM. For the purposes of this procedure a VM will be used.

The license server is supported on Windows and Linux hosts. Check the GRID License
Server Release Notes for supported OS.

Use the following procedure to create a Windows based License Manager server.

1. Create a VM with a supported version of Windows installed. Refer to sections 10.1 -
Creating a Virtual Machine through 10.3 - Installing VMuware Tools on the Virtual
Machine for instructions.
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» The recommended minimum configuration is 2 CPU cores, 4 gigabytes of RAM. A
high-end configuration of 4+ CPU cores with 16 gigabytes of RAM is suitable for
handling up to 150k licensed clients.

» The hosting platform must run a supported Windows OS.

The platform must have a fixed (unchanging) IP address. The IP address may be
assigned dynamically via DHCP or statically configured, but must be constant.

» The platform must have at least one unchanging Ethernet MAC address, to be used
as a unique identifier when registering the server and generating licenses in
NVIDIA’s licensing portal.

» The platform’s date/time must be set accurately.

Prior to running the NVIDIA license server installer, download the current Java 32-bit
runtime environment from www.oracle.com and install it.

Install the 32-bit Java runtime, regardless of whether your platform is Windows 32-
bit or 64-bit.

5.2.2 Install the License Server

IR A0 L Application Tools NVIDIA-Is-windows-2015.12-0001 == -
“ Home Share View Manage [7]
© = 1 [L» NVIDIAs-windows-20.. b NVIDIA-ls-windows-2015.12-0001 v @] [ search NVIDIA-Is-windows-20.. P |
" B MName - Date modified Type Size
B Deskiop | GRID License Server Release Notes.pdf PDF File 640 KB
& Downloads || GRID License Server User Guide.pdf POF File 2,511 KB
2] Recent places B setup - -0
[ Open
/8 This PC | Run as administrator
A Troubleshoot compatibility
€l Metwork Pin to Start
Share with b
Restore Previous versions
Send to v

Cut

Copy

Create shortcut
Delete

Rename

Properties

Jitems 1 item selected 135 MB

1. Unzip the license server installer and run setup.exe.
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B NVIDIA License Server - *
Introduction

@ Introduction Itis strongly recommended that yvou quit all programs befare
O License Agreement continuing with this installation.

O Apache License Click the 'Mext' button to proceed to the nest screen. fyouwant to

O Choose Install Folder change something on a previous screen, click the 'Pravious' button.
(O Choose Firewall Options
O Pre-Installation Summary

ou may cancel this installation at any time by clicking the "Cancel'
huttan.
(O Repair Installation

() Installing...
() Install Complete

<A NVIDIA.

Cancel

2. On the introduction screen click Next.

B% NVIDIA License Server — 4
License Agreement

@ Introduction Installation and Use of License Server Requires Acceptance of the
@ License Agreement Following License Agreement:

(O Apache License END USER LICENSE AGREEMENT s

(O Choose Install Folder
(O Choose Firewall Options

o Pre-Installation Summary NVIDIA LICENSE SERVER SOFTWARE END-USER LICENSE
RGREEMENT

Release Date: September 4, 2015

(O Repair Installation
() Installing...
(O Install Complete IMEORTANT - READ BEFORE DOWNLOADING,

INSTALLING, COPYING OR USING THE LICENSED
SOFTWARE

accept the terms of the License Agreement

dio MOT accept the terms of the License Agresment

Cancel Previous Mext

3. Accept the EULA for the license server software and click Next.
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B NVIDIA License Server

& Intreduction

& License Agreement

& Apache License

() Choose Install Folder
(O Choose Firewall Options
O Pre-Installation Summary
(O Repair Installation

() Installing...

(O Install Complete

Apache License Agreement

Installation and Use of Apache Tomcat Requires Acceptance of the
Following License Agreement:

~
Zpache License
Version 2.0, Janu
http://www.apache.org/licenses/

TEEMS AND CONDITIONS FOR USE, REFRODUCTION, AND
DISTRIBUTICON

1. Definitions.
"License™ shall mean the terms and conditiona

for use, reproduction, and distribution as
fined by Sections 1 through 9 of this document.

4. Accept the EULA for the Apache Tomcat software used to support the license
server’s management interface. Click Next.

B% NVIDIA License Server

& Intreduction

& License Agreement

& Apache License

& Choose Install Folder
(O Choose Firewall Options
O Pre-Installation Summary
(O Repair Installation

() Installing...

(O Install Complete

<SANVIDIA.

Choose Install Folder

Please choose a destination folder for this installation.

Destination folder:
C:\Program Files\NVIDIA\License Server

Restore Default Folder Choose...

Previous

5. Accept the default destination folder and click Next.
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B NVIDIA License Server

& Intreduction

& License Agreement

& Apache License

& Choose Install Folder
& Choose Firewall Options
O Pre-Installation Summary
(O Repair Installation

() Installing...

(O Install Complete

<A NVIDIA.

Choose Firewall Options

opened in the firewall for other machines to obtain licenses from A
this server.

The license servers management interface listens on port 8080,

Leave this port closed to prevent unauthorized access to the
management interface.

License server (port 7070)
[ Management interface (port 8080)

Previous

6. On the Firewall Options dialog, select the ports to be opened in the firewall. We
recommend you use the default setting, which opens port 7070 so that remote clients

can access licenses from the server, but leaves port 8080 closed, so that the

management interface is only available via web browser running locally on the

license server host. Click Next.

B NVIDIA License Server

& Intreduction

& License Agreement

& Apache License

& Choose Install Folder
& Choose Firewall Options
@ Pre-Installation Summary
(O Repair Installation

() Installing...

(O Install Complete

<A NVIDIA.

Pre-Installation Summary

Please Review the Following Before Continuing:

Install Folder:
C\Program Files\WVIDIA\License Server

Disk Space Information (for Installation Target):

Required: 290,376,280 Bytes
Available: 55,161.475,072 Bytes

Previous

7. Click Install to commence installation.
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NVIDIA License Server _ w

Install Complete

@@ Introduction License Server has been successfully installed to:
& License Agreement

& Apache License

CAProgram Files\WVIDIALicense Server

@ Choose Install Folder Press "Done” to quit the installer.
& Choose Firewall Options

Q Pre-Installation Summary
& Repair Installation

& Installing...

& Install Complete

NVIDIA

8. Click Done.

B3 NVIDIA License Client b < [ Start

e

& Licensed Clients

i License Mansgement
i Configuration

> O ‘Iocalhost *‘ = %
NVIDIA.

Licensed Clients

Search [case-sensitivel: Search by- [Client 1D | [0 || [

Licensed Clients with features consumed or reserved. Click a Client ID for further details.

Client ID entAliss  ClientType Licensed Features

Nothing found to dis,

9. To verify that the license server is operating correctly, open a web browser on the
license server host and connect to URL http://localhost:8080/licserver. The browser should
display the management interface home page, as shown.
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5.3 OBTAIN AND INSTALL YOUR LICENSE

Licenses can be purchased from NVIDIA (http://www.nvidia.com/buygrid) or customers may
evaluate the licensing for a trial period. Customers who purchase licenses should receive
an email with direction on how to implement licensing. Evaluation customers will
immediately see a link connecting them to their evaluation keys.

NVIDIA. Enterprise

LOG IN

Email address:

Password:

1. In abrowser navigate to https://nvidia.flexnetoperations.com. Log in with your previously
created credentials. If you have not created credentials, go to Section 5.1 Obtain an
evaluation license PAK and download software on page 96
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& C ) | & https://nvidiaflexnetoperations.com/control/nvids

R
<

NVIDIA.

NVIDWA SOFTWARE LICENSING CEl

Software & Servi .
Product Information
Product Search e

License Hislory

Search Line items

Select a version, To access older versions, click on Me “Archived Versions™ tab

Recent Product Releases

i:'_“:'-" m Srodect Achilion Current Releases | Archived Versions
¥
Rendering Licensing Version = Destription
Search Licenses 40 - HNS GRID
Chick here 10 8t cess your downioads

View Licenses By Host
P i your M ndatons for GRID version ¢ ompatibiity
View Licenses Ge Wease refer 1o your OEM panners recommendations for v

User

fated Dy

Grid Licensing
Search Licanss Servers
Register License Server

Administration &
Account Administraton
Account Members

Registration Information

Change Password

Your Profile

Get Help @
FACS

2. Click on Register License Server.

< c 0O ‘ @ https://nvidia.flexnetoperations.com/control/nvda/createServer.lfs

I ——
S

NVIDIA.

NVIDIA SOFTWARE LICENSING CENTER > REGISTER

Software & Services

Product nformation Register License Server
Product Search
License History To register a license server to your account, provide the MAC address and additional information below.

Search Line ltems
Note: Please do not use colons or spaces in the MAC Address.

Recent Product Releases

Redeem Product Activation MAC address*
Keys

pe— . Alias
Rendering Licensing ‘

Search Licenses

Site Name |
View Licenses By Host

User

Grid Licensing
Search License Servers

Register License Server

Administration #
Account Administrators
Account Members
Registration Information
Change Password
Email Preferences
Product Preferences
Your Profile

Get Help ©®
FAQs
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3. Enter the MAC address of the network card associated with the static IP address on
your license server, without any dashes or other non-number characters. Adding
alias and site information can be beneficial for management but is not strictly
required. Click Create.

The MAC address of the nic associated with the VM can be found in the VM settings
on vCenter

<« C (O | & httpsy/nvidiaflexnetoperations.com

S

NVIDIA

Software & Services

View Server

MAC address 00
1D Type E

Sie Name pe 1ad

Rendering Licensing Map Agg-QOng dew Higioty  Mew Served Clienty

Asc-On Name Tt Enttement

Grid Licensing

4. In the View Server windows, click Map Add-Ons.

Map Add-Ons

aas.0n vame somawncoss  Enmemen Expiratien e Unts in Lne rem

5. In the Quantity to Add box, enter the number of licenses to be assigned to this server.
Other licenses can be assigned to other NVIDIA License Servers in future, if desired.
For the purposes of this procedure, enter the entire available amount.

SP-00000-001_v01.0/.] 115



GRID software preparation

€« C Yy | @ hitpsy/madia flenetoperations.com,

>

NVIDIA.

Software & Services

i View Server

MAC address 0
1D Type E
Alas

Sie Name pe lad

Rendering Licensing

St Enriemen

6. On the View Server window, click on Download License File. Save the file to a location
accessible to the License Server.

2 NVIDIA License Client Ma: X Y

<A NVID

License Management

C' [} localhost:80 erve

&) Successfully applied license file to license server.

Ussge Browse for the license file you received from the NVIDIA licensing portal, and then click Upload to process the license file.

License Management

+ Upload license file (.bin file): | | Choose File | No file chosen |

| cancel | | uptoad

 required, click Downloed to seve & request from this license server into a local file for processing by the NVIDIA licensing portal.

Download |

Generate license request file for processing by the NVIDIA licensing portal

7. Once your license file has been obtained from NVIDIA, Login to your License
Server, navigate to http://localhost:8080/licserver. Click on License Management and
upload your license file.

At this point, new clients will be able to obtain licenses automatically from the License
Server.
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5.4 EXCHANGING YOUR EVALUATION LICENSE FOR
A PERMANENT ONE

Evaluation licenses will eventually expire, and need to be replaced with permanent
licenses. Follow this procedure to replace your evaluation licenses with permanent ones.

1. Purchase NVIDIA GRID licenses

These can be obtained in many ways, see your local reseller. For help finding a
reseller, open http://www.nvidia.com/buygrid in a web browser.

NVIDIA GRID Order Confirmation - Microsoft Edge = O X

rE'| UBWCgyBOBmMBXTSbK1qRARSg7rAAAAAAEMAACGYBOBMBXTSbK1gRdR!

S Replyall | v @ Delete Junk|Y  ses x
NVIDIA GRID Order Confirmation

o nvidia@flexnetoperations.com w5 Replyall | v

Thu 2/2, 114 PM

REDACTED
Action ltems ﬂ

Thank you registering your NVIDIA GRID order!

The Product Activation Keys for your order are as follows:
GRID Virtual PC Edition, Perpetual License, 1 CCU, NFR, &4, Product Activation Key: REDACTED

GRID Virtual Workstation Edition, Perpetual License, 1 CCU, NFR, 16, Product Activation Key: REDACTED

Log in to the NVIDIA Software Licensing Portal here: og in @

If you are registering more than one PAK, please complete the registration process for the first one, then click
on “Register Additional Keys” link to register the additional PAKs.

Questions? Please visit our enterprise support portal or contact us at enterprisesupport@nvidia.com.
Thank youl

MNVIDIA Customer Support Team

2. Open the email that came from nvidia@flexnetoperations.com. Click on the log in
hyperlink.
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[
| B8 wviDIA Enterprise X+ — m} be

é - O ‘ E] nvid.nvidia.com/sitem

LOG IN

Email address Enter your Ema

Password

https/fnvid.nvidia.com/Nvidiautilities/#/forgotPassword

3. Log in with your email address and password.

B3 NvIDIA Software Licens X+

é =7 O ‘ E] r a flexnetoperations.com/control/nvda/content
~=d
NVIDIA.

Software & Services

Productinformation Welcome to the NVIDIA Licensing Center

Product Search
No Products associated with your account yet? Please be sure to claim your license entitiement by using

Redeem Product Activation Keys, located in the left menu. Copy/Paste your product activation keys (PAKSs) into
Search Line ltems the open field.

License History

Recent Product Releases

Redeem Product Activation
Keys If you need assistance, please contact NVIDIA Enterprise Support enterprisesupport@nvidia.com

Returning User? Please go to Product Information, also located in the left menu, to access your products.

Rendering Licensing
Search Licenses

View Licenses By Host
View Licenses Generated by
User

Grid Licensing

Search Licen:

Register Lict

Administration #
Account Administrators
Account Members
Change Password
Email Preferences
Product Preferences

Your Profile

http idiafl ions.com rs.ifs

On the Welcome to the NVIDIA Licensing Center screen, click on Search License Servers
in the left-hand navigation area.
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. NVIDIA Software Licens X =

< X

a8 flexnetoperations.com
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S

nviDia.

Software & Services

ot Search Servers

MAC address Alas
10 Typa ~ Site Name
jon
Keye Actialion Code

Enres per page: [25_ /]

ETHERNET

Regt

Administration ©

In the Search Servers screen, click on the hyperlink for your license server.

B3 rnvioia software Licens X o

< O |a

* = @

lex rations.com
i i

o

x

@
NVIDIA.

MIDIA SOFTWARE LICENSING CENTER

Software & Services
Prosh -

View Server

MAC address 005056302068
10 Type ETHERNET

Site Mame
Rendering Licensing Map AdOns | Remove A0c-Ons | View History | View Served Chants | Downioad Licanse Fil
Add-bs
469,00 Narme. Staius Enttemment Units Mapped Expiation Dmniodabie ems
GRID Evauaton Edtien Lizenae generatea RIDExPAK 11257 2ENITG 64 My 8, 2017 -
HC18AnX

Grid Licensing

Raat

Administration ©

In the View Servers screen, click on Map Add-Ons.
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5 WVIDIA Saftware ticens % | 4=
& O |a

Software & Services

Activation Code

flexnetaperations.com

Map Add-Ons

‘Searon AG-ON: Tor Server DIS05EI0Z6E

Ensisement ID

Add.on ame Fehwe Name
Rendening Licensing Ay
Seseh e
:
user 40000 Name Acwation Goge Emtiement Expranon Avagable Unts in Lin fem  Total Units i Une Bem 0y 10 A0
GRID Eveshon Edioe GRIDECUBAKI 6257 TEW GCEPAKIIZSZIEN) Mar 4 2017 “ -
Grid Licensing SRR .
Py
Papenas Lo 1 G50
T
GOV ottt APOLBGIEOAN BRI Permemen " . o

Edtion, Perpetual License, |

U, HFR

GRID software preparation

Your Protie

GetHelp &

7. In the Map Add-Ons screen, find your permanent licenses. In the Qty to Add box for
each license type, enter the number of licenses to add to this license server. Click Map

Add-Ons.

B3 NvIDIA Software Licens %+

« > 0

| B nvidiaflexnetoperations.com/c

ype=ETHERNET&publisherNa

<3
NVIDIA.

NVIDIA SCFTWARE LICENSING CENTER >

Software & Services
Product Infermation
Product Search
License History
Search Line ltems
Recent Product Releases
Redeem Product Activation
Keys

Rendering Licensing
Search Licenses
View Licenses By Host

View Licenses Generated by

Grid Licensing
Search License Servers

Register License Server

Administration #

View Server

The add-ons were successfully mapped

MAC address 005056a02d6e
ID Type ETHERNET

Alias I Update Alias

Site Name
Map Add-Ons  Remove Ad@@ View History View Served Clients =~ Download License File
Add-Ons
Add-On Name Status Entitiement Units Mapped
GRID Virtuzl PC Edition License not generated INFR1235:7a513Nt 20
Perpelual License, 1 CCU =
GRID Virtual Workslation Edition, License not generated INFR1235: 7351301 18

Perpetual License, 1 CCU, NFR 20

8. In the View Server window, click Remove Add-Ons.
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B NvIDIA Software Licens X | 4= x

- o
&« > O a flexnetoperations.com “ v T =7 o -
| ComomSovee | MDA | Ve kmedomitains | Lo |

3

nNVIDIA.

Software & Services.

o Remove Add-Ons

Dovice 1D DOSOSEH2M6E
D Type ETHERNET
Alias

Add-Ons in Device

AGONDescrighon  Ackvalin Code Entserment Expesion Cunvectly o Device  Qusatty o Remave

Fermanert » [ —
[os— % [—
Grid Licensing Mg 42017 o [ Co—

Administration &

9. In the Remove Add-Ons window, find your evaluation licenses and, in the Quantity to
Remove box, enter all the licenses currently on the device. You will find this number
in the Currently on Device column on the same page. Click Remove Add-Ons.

5 WVIDIA Software Licens X == -
<« O [ flexnetoperations.com * =& O -

nVIDIA

Software & Services

Product informaton View Server

Tha add-ons woes successtully remaved

MAC address 005056302068

Redes 1D Type ETHERNET

By He Map AGI-Ons Remove ASI-Ons Vg History View Served Chants J(“:EJL\:eﬂsﬂgle
View Licensas Generated by ]
e Add-Ons <

Status Entiieerent s Mage Expirstion Damricadsble lems
License not genesaled

Grid Licensing

Pemanen ] Hame
CCU, MR
Rgister Lice
B RID Vi aton Edon.  Licenae ot generated Permanent .
Perpetual Liamse, 1 CCU, HR
Administration & i
" GRID Evatuation Edcn Copies dereasng May 8,2017 =

Intip Aexnets

10. In the View Server window, observe that the Units Mapped of evaluation licenses is

now 0. Click on Download License File and save the file in a place accessible by your
license server.
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License Management
&) Successfully applied license file to license server.

Browse for the license file you received from the NVIDIA licensing portal, and then click Upload to process the license file.

+ Upload license file (.bin file): | | Choose File | No file chosen |

| cancel | | uptoad

11. Once your license file has been obtained from NVIDIA, Login to your License
Server, navigate to http://localhost:8080/licserver. Click on License Management and
upload your license file.

At this point, any GRID clients that reboot will obtain new licenses from the permanent
group.

5.5 SUPPORT, UPDATE, AND MAINTENANCE (SUMS)

NVIDIA Support, Update, and Maintenance Subscription (SUMS) for NVIDIA GRID
gives you comprehensive software patches, updates, and upgrades, plus technical
support from the experts. You now have an easy, reliable way to improve productivity
and reduce downtime for your production systems.

NVIDIA GRID SUMS delivers a comprehensive solution for NVIDIA GRID software
versions 2.0 and beyond on your NVIDIA Tesla Certified Systems, including;:

Access to the latest updates and upgrades

Maintenance for NVIDIA GRID software

Direct communication with NVIDIA technical experts

Searchable knowledge base of specific documentation, application notes and articles

Rapid response & timely issue resolution

Yy v v v v Y

Active issue prioritization

SUMS comes bundled as part of an annual subscription, and can be purchased as a
yearly subscription alongside a perpetual license.
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Production
Maintenance releases X
Updates X
Upgrades X

Maintenance, Updates, and Upgrades

Access Period 3 Years from General Availability

Response Time 4 Hours

NVIDIA GRID E-Mail Support Alias and NVIDIA

Online Access GRID Support Portal

Support Hours 8am-5pm PST,
Monday-Friday

Knowledgebase

Support currently available only in English.

For additional service details, please review the NVIDIA GRID End User License Agreement and
the NVIDIA GRID Software Service Supplemental Terms.

Use the following procedure to obtain support for your GRID products.
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m ‘Welcome to Enterprise Support for NVIDIA GRID - Google Chrome - [m] X
@ Secure | https:;//outlook.office365.com/owa/projection.aspx Q
S Replyall|~ 1 Delete Junk|v == x =

Welcome to Enterprise Support for NVIDIA GRID

Wsupport <nvsupport@nvidia.coms= ®  HReplyall |v

Enterprise Support <EnterpriseSupport@nvidia.com> ¥

Action Items a

Welcome to NVIDIA Enterprise Support.

Your new NVIDIA GRID™ SUMS comes with a helpful. easy-to-use. enline support portal where you can ask questions. submit and prioritize support
cases, check a case status, and get product updates. You can also browse our knowledgebase to find useful FAQs.

To get started, log into the support portal here.
Your username 1s

At first login, please select the “forgot your username or password?” link at the bottom of the page to set up your account.

While the support portal 15 the best way to log and track incident
For an after-ours emergency. cail our J4%7 team at =1 (800) 79
internal resources as needed.

Thank vou for purchasing NVIDIA GRID SUMS and we look forward to working with you!
Best regards,

NVIDIA Enterprise Support Team
EnterpriseSupport@nvidia com

This email message is for the sole use of the intended recipient(s) and may contain confidential information. Any unauthorized review, use, disclosure or
distribution is prohibited. If you are not the intended recipient, please contact the sender by reply email and destroy all copies of the original message.

1. Once your SUMS entitlement has been assigned, you will receive and email from
NVIDIA Enterprise Support. Click the here hyperlink.

NVIDIA.

Home | Knowledge Base

Not an Enterprise Service Customer?
Log in with an existing account

© about NVIDIA Enterprise Services for Tesla benefits your
organization

Username

 about NVIDIA Grid Support

Password

2. Log in with your Username (your email address) and Password.
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John Kennedy | LOG OUT

NVIDIA. Enterprise customer service

Welcome to NVIDIA's Enterprise Customer Portal. Click below to access

your Licensing and Enterprise Support.

3. On the NVIDIA Enterprise Customer Service page, click the NVIDIA ENTERPRISE
SUPPORT icon.

rise | = nviDIA Enterprise [) supportHomePage X -+

5 |Aa custhelp.com *| =

NVIDIA SUPPORT

Enterprise Services Service Request Account Info v

CONTACT US

Service Requests

D Rank Subject Created
No recerds found.

Submit Service Request

Knowledge Base

Updated = Most Recent KB Articles

Having problems with new M8/MB0 like Vs fail to power on. NVEM BAR1
error, ECC is enabled, or nvidia-smi fails

0210972017
NVIDIA GRID vGPU drivers will fail to load when used with XenServer 7.0 on
systems with >512GE of RAN.

Running the gpumodesuwitch o0l on GRID MEO/MS cards on VMware ESXi
raturne an arar Errar MO NUINIG Aiznizy anantars fAnd’

0200112017

0172612017

4. You will arrive at the Home tab. Here you will see a list of your service requests,
Announcements from NVIDIA pertaining to your product, links to the Knowledge
Base, and a button for submitting a service request.
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3 NVIDIA Enterprise T NVIDIA Enterprise sk a Question X [+

= oA custhelp.com *| = &

NVIDIA SUPPORT CORPRmT

Enterprise Services service Request | announcement | _ KnowieageBase Account Mansgement v | Accountimto +

Submit a new service request

Subject
Product

Sslact a product =
Category

Select 3 category -

cc

Question

Attach Documents

Brows..

5. When you wish to submit a service request, click the Service Request button.

) Find Answers X [ - 8 X

NVIDIA SUPPORT

NVIDIA Enterprise
e

7 rise Services | Accountinfo

Advanced Saarch

Find the answer 10 your queston

Results 1-10 01232

Having problems with new ME/M60 like VMs fail to power on, NVRM BAR1 error, ECC is enabled, of nvidia-sm
un this command:

ails
NVIDIA M60 / M6 Problems - checking your card In “graphics™ mode Quick Chick If you are experiencing issues with a new M60 / M6 card. pleas:
lspei -n | grep 10de You should get

NVIDIA GRID vGPU drivers will fail to load when used with XenServer 7.0 on systems with >512GB of RAM. U;
Symptoms or errors NVIDIA GRID vGPU drivers willfail 10 load when used with XenServer 7.0 on systems with >512GB of RAM L
as. - Error messages such as "NVIDIA

ence symploms such

Vuinerability Details CVE-2016-8813 NVIDIA Windows GPU Display Driver contains a vulnerability in the kemnel moda layer ( nviddmkm.sys ) handler for
DxgkDdiEscape where mulple pointers are used

GRID 4 1 release
NVID!

hitpsy/mvidia-esp.custhelpcom

6. The Knowledge Base has up-to-date articles and tips for maximizing your NVIDIA
GRID experience.

SP-00000-001_v01.0/.] 126



GRID software preparation

<3

Il

s
(3"

NVIDIA SUPPORT
s Accountinto - [}
Hot Fixes

Updated Most Recent KB Articles
No records found

Active Announcements

GRID 4.1 release

Grid GRID 4.0 announcement

Announcements since SLA Expiration (Please contact us to update your SLA)

No Expired Amnouncements f found

7. The Announcements page shows the latest versions of GRID software, and any late
breaking updates or patches.

Be sure to check back at the SUMS portal frequently. This will help you stay up to date
on your subscription, find patches, and keep your GRID software running smoothly.
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CHAPTER 6. NVIDIA GRID VGPU MANAGER
INSTALLATION

This chapter discusses the following NVIDIA GRID vGPU Manager installation topics:

» Installing the VIB.
» Uninstalling the VIB.
» Upgrading to Permanent GRID licenses.

= Upgrading from previous versions of the VIB is not supported.

6.1 PREPARE AND INSTALL THE VIB FILES

This section guides you through installing, confirming, and uninstalling the VIB files.

6.1.1 Uploading VIB in vSphere

This section describes how to upload a VIB file to the host using the vSphere Web Client.
See Chapter 15, Using WINSCP, on page 295 if you are using WinSCP.

To upload the file to the data store using vSphere Web Client, do the following:
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©.0.0./ [ weicome 1o vitmare vign. x \(il <
« C  (x hups://gridjp-veenter,avidia.com v 80 =
Getting Started For Administrators.
To access vSphere remotely, use the ‘Web-8ased Datastore Browser
vSphere Web Clent. Use your web browser 1o find and download files (for
Log in to vSphere Web Client example, virtual machine and virtual disk flles).
For heip, see > Browse datastores in the vSphere inventory
vSphere Documentation For Developers
vSphere Web Services SDK

Learn about our latest SDKs, Tooliits, and APls for
managing VMware ESX, ESX), and VMware vCenter.
Get sample code, reference documentation, participate
in our Forum Discussions, and view our latest Sessions.
and Webinars.

Leam more about the Web Services SOK

Browse objects managed by vSphere

1. Open a web browser and navigate to the vCenter host at https:// <host>, where
<host> is either the hostname or IP address. Ignore the untrusted certificate warning
if it displays. Select Log in to vSphere Web client.

are phere eb
Navigator K | (2] Home
4 Storage Lo Home |

imercres

E vCenter Inventory Lists

X s
I Hosts and Clusters @ E! E g
{&] Wis and Templates vCenter Hosts and WMs and Stora; Storage = Networking
3 Storage Inventory Lists Clusters. Templates —
£ Networking

i Policies and Profiles
@ Hybrid Cloud Manager @ @ i i =5

(J vRealize Orchestrator

VWV V| VOV Y Y Y

Task Console Event Console Host Profiles VM Storage Customization
&2 Administration Policies Specification
Manager
7] Tasks p———
Administration

|3 Log Browser

- & i " g

7 Tags

Roles System Licensing Customer
Q, New Search 3 Configuration Experience
Improvement _

[ saved Searches >

H Watch How-to Videos

2. On the Home screen, click Hosts and Clusters.
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(%) vSphere Web Client X

<« © | A Notsecure | b#pS;//vc-1.nvidialab.com/vsphere-client/?csp#extensionld%3Dvsphere.core host.related%3Bco

There are vCenter Server systems with expired or expiring licenses in your inventory. Manage your licenses Details ..

vmware' vSphere Web Client A=

p—
4101904 | Actions ~

Getting Started Summary ~ Monitor  Manage | Related Objects

Navigator ) §

4 Home

2
o 3 g

- [510.19.051 l Virtual i | VM T in Folders ‘ Networks ‘ Distributed Switches | Datastores J
+ [ig Datacenter . )
» EJ Management [P @ @ B | actions v

+ [ Production Name 1 a| Status Type Dat
NGTHEES | B Freenas | @ Norml NFS3
K 10.19.0.

B local-csco-esxi-5 & Normal VMFS5

3. Click on the host in the left-hand Navigator pane, then click Related
Objects=>Datastores.
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| B Actions - FreeNAS 1
¥ Browse Files
(P Register VM...

Refresh Capacity Information

[}

Mount Datastore to Additional Hosts_ ..

B

Unmount Datastore. ..

Maintenance Mode 3

IManage Storage Providers

£

Configure Storage /O Control. .
Settings

Move To...
Rename. ..

Tags »

Add Permission...

Alarms b

All 1D nlizo Tirsbhactrator aloeis A cdiose e

4. Right click on the datastore that will accept the upload, and click Browse Files.
&
5. Click the New Folder icon.

Create a new folder

Enter 3 name for the new folder:
vib

Create Cancel

6. Name the new folder vib and then click Create.
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7. Select the vib folder in the Datastore Browser window.

(Q Search ) aa e o

v [ datastore1 Name Size Modified Type Path
» £.sdd.sf This listis empty.

» EJVDGA-001
» EWin7-001
» [Jvmkdump
» EIW7VGPU-001
» EW7VGPU-002

8. Click the Upload icon.

This site is using VMware Client Integration Plug-In. Do you want to allow it to access
your operating system?

Protocol: https
Hostname: wvc-l.nvidialab.com
Port: O

Allow Deny (automatic in 287 seconds)

v Always ask before allowing this site

The VMware Client Integration Plug-In will give web applications and remote VMs access
to your operating system. Only allow sites you trust.

9. Select Allow.
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Look in: I ). vib j & @ cf B
L Name “ Date modified Type
el { hp-esxi-2 10/28/2016 6:56 PM  Text Docu
Recentplaces | 7™ \yIDIA-vGPU-VMware_ESXi_6.0_Host Driver... 10/25/2016 6:55PM  VIB File

Desktop

Libraries

A

This PC

Network
<| ||| | >
File name: [NVIDIAVGP U-VMware_ESX_6.0_Host_Driver_| Open |

Files of type: I

d E‘ancdl

10. Select the VIB file to be uploaded. Click Open.

The VIB file is uploaded to the data store on the host.

If you do not click Allow before the timer runs out, then further attempts to
upload a file will silently fail. If this happens, exit and restart vSphere Web Client,
repeat this procedure and be sure to click Allow before the timer runs out.

6.1.2 Place the Host in Maintenance Mode

vmware* vSphere Web Client

[ ho-esxi-1.peab | Actions ~

Juuavioator -5
4 Home L0 J Getting Started | L y Related Objects
(o | 8 @
v [} depvc.pe.lab Whatis a Host?
| v [Iq Datacenter Ahostis a computer that uses virtualization
‘7'*5{5,',’.@3}1"" S software, such as ESX and ESXi, to run virtual
— | [ Actions - hp-esxi-1.pe Jab wide the CPU and
| . : jatvirtual machines use
New Virtual Machine > lines access to storage -
New vApp » vity. Cluster
| 8 New Resource Pool...
i #@ Deploy OVF Template...
Connection »
| Maintenance Mode B Enter Mainteﬁnce Mode
| Power ] B, ExitMaintenafce Mode l l\
Certificates » I vcem
Storage » vSphere Client

Nae s o330

1. Place the host into Maintenance mode by right-clicking it and then selecting
Maintenance Mode-> Enter Maintenance Mode.
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Alternatively, you can place the host into Maintenance mode using the command
prompt by entering

$ esxcli system maintenanceMode set --enable=true

This command will not return a response. Making this change using the command
prompt will not refresh the vSphere Web Client Ul. Click the Refresh icon in the
upper right corner of the vSphere Web Client window.

CAUTION: PLACING THE HOST INTO MAINTENANCE MODE DISABLES ANY VCENTER
APPLIANCE RUNNING ON THIS HOST UNTIL YOU EXIT MAINTENANCE MODE AND THEN
RESTART THAT VCENTER APPLIANCE.

2. Click OK to confirm your selection.

6.1.3 Installing the VIB

Use the following procedure to install the VIB file, NVIDIA-vGPU-
VMware_ESXi_6.0_Host_Driver_367.43-10EM.600.0.0.2494585.vib .

1.

Issue the following command to install the vGPU VIB, where <path> is the full path
to the VIB file:

$ esxcli software vib install -v /<path>/NVIDIA-vGPU-
VMware ESXi 6.0 Host Driver 367.43-10EM.600.0.0.2494585.vib

The following error displays if you do not use the full path:
[VibDownloadError] .

When the installation is successful, the following displays:

Installation Result:
Message: Operation finished successfully. Reboot Required: false
VIBs Installed: NVIDIA-vGPU-VMware ESXi 6.0 Host Driver 367.43-
10EM.600.0.0.2494585

VIBs Removed: VIBs Skipped:

Although the display states “Reboot Required: false”, a reboot is necessary for the
vib to load and xorg to start.

6.1.4 Confirm the Driver VIB Installation

1.

Use the following command to determine the installation of vGPU driver in vSphere:

$ esxcli software vib list | grep -i nvidia
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This command returns output similar to the following:

NVIDIA-vGPU-VMware ESXi 6.0 _Host Driver 367.43-10EM.600.0.0.2494585
NVIDIA VMwareAccepted 2016-10-26

2. Confirm GPU detection using the following command:
$ nvidia-smi
This command returns output similar to the following (output shown below is for a
Tesla M60 card in a single host):

o +

| nvidia-smi 367.43 Driver Version: 367.43

| fo—————————— o +

| GPU Name Persistence-M| Bus-Id Disp.A | Volatile Uncorr. ECC |

| Fan Temp Perf Pwr:Usage/Capl| Memory-Usage | GPU-Util Compute M.

| t t |

| 0 Tesla M60 On | 0000:05:00.0 Off | Ooff

| N/A 44C P8 24W / 150W | 19MiB / 8191MiB | 0% Default

Bt ettt o o +

| 1 Tesla M60 On | 0000:06:00.0 Off | Off

| N/A 41C P8 23W / 150W | 19MiB / 8191MiB | 0% Default

Bt ettt o o +

B ittt it it e +
Processes: GPU Memory

|
| GPU PID Type Process name Usage
|
|

No running processes found

If the nvidia-smi command does not return any output, see Chapter 14, vGPU-
Enabled VMs and nvidia-smi Fail to Start, on page 280)

SMI also allows GPU monitoring using the following command:
$ nvidia-smi -1
This command switch adds a loop, auto refreshing the display.

6.2 UNINSTALLING THE VIB

This section describes how to uninstall the VIB

Upgrading is not supported. The previous vib must be removed completely before
installing the new vib.
Use the following procedure to uninstall the VIB:

1. Determine the name of the vGPU driver bundle as described in section 6.1.4 Confirm
the Driver VIB Installation on page 134

2. Run the following command to uninstall the driver package:
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$ esxcli software vib remove -n NVIDIA-vGPU-
VMware ESXi 6.0 Host Driver --maintenance-mode

The following message displays when uninstallation is successful:

Removal Result
Message: Operation finished successfully.
Reboot Required: false
VIBs Installed:
VIBs Removed: NVIDIA bootbank NVIDIA-vGPU-
VMware ESXi 6.0 Host Driver 367.43-10EM.600.0.0.2494585

VIBs Skipped:

Reboot the host to complete the uninstallation process.
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CHAPTER 7.
BUILDING CITRIX XENDESKTOP 7.12

This chapter covers installing Citrix XenDesktop 7.12, including;:

Registering and allocating the trial license
Installing XenDesktop

Importing vSphere and vSphere SDK Certificates
Using Citrix Studio to performing site setup

Configuring Citrix license server

Yy v v v v v

Verify Citrix StoreFront Configuration

7.1 REGISTERING AND ALLOCATING THE TRIAL
LICENSE

Use the following procedure to obtain and allocate a Citrix XenDesktop 7.12 license:
Testing was done on XenDesktop 7.12 though Citrix always has the latest version

available for trials so please keep that in mind and note that some screenshots
and steps may vary slightly.
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.
CITR!X' Products Downloads Support & Services Partners signin Q
XenApp & XenDesktop 18009056176 | Requesta call
Capabilities  Compare  Deployment  CaseStudies  Resourcelibrary  Support

It's easy to get started with XenApp or
XenDesktop

No cost, no commitments

We recommend that you start by trying XenApp or XenDesktop for free. When you are ready to
discuss purchasing options, pricing, implementation, or any other questions, contact us to talk to a
XenApp and XenDesktop expert.

Try XenApp Try XenDesktop
Set up a fully functional, 99- Set up a 30-day trial in Set up a fully functional, 99-user, 90-day trial
user, 90-day trial in your Microsoft Azure™ in your environment.

environment.

Download now & Get access 2

*Microsoft account required.

Download now 2

Talk to a XenApp and XenDesktop expert

1. Using an internet browser. Navigate to the http://www.citrix.com/tryxendesktop
website. Under Try XenDesktop click Download Now.

CiTRIX
Try XenDesktop for free

securely deliver windows, Linux, web, and Saas apps plus full virtual desktops to any device,
anywhere.

Increase mobile productivity
Enter your email address.
Increase employee productivity and business mability in We will send you a trial license.

a single solution, without compromising security.
Email

Simple unified platform

Reduce IT complexity by centralizing app and desktop

management and automating commen tasks. m

Secure remote access without risk

Deliver remote access while addressing privacy,
compliance, and risk management mandates.

2. Enter your email address and click Next.
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[ XenApp and XenDesktop - | [#] Citrix XenDesktop Free™ X -+
< =
Increase mobile productivity

Increase employee productivity and business mobility in
a single solution, without compromising security.

Simple unified platform

Reduce IT complexity by centralizing app and desktop
management and automating common tasks.

Secure remote access without risk

Deliver remote access while addressing privacy,
compliance, and risk management mandates.

() | QB dwicom/ip/ysendeskiophtmig/createAccount

We didn't find an account for:

Create a new account, or try a different
email address.

All fields required

First name

Company

Country

Select v

Last name

Phone

Aunisers ony: Ao spaces or hyphens

Password Requirements

+ Must be between 8 and
30 characters in length

* Must include 1 or more
numbers

= Must include 1 or more
UPPERCASE letter

+ Mustinclude 1 or more
of these symbols: ! @ # §
KARHFP_~

Create new password

Re-enter new password

3. Create a new account by adding your account info. Click Create account and send

license.

SP-00000-001_v01.0/.] 139



Building Citrix XenDesktop 7.12

@ XenApp and XenDesktop [ Signin X =+ - [m] X
é % O ‘ E] ty/STS/Sign-In?Returt ﬁ ‘ = :/_ @ e
L ]
CITRIX
®
Sign In
Username
Password

Reset password

[ Keep me signed in

Create Citrix Account

Can't access your account? Let us know!

4. Once your account has been created sign in to your account.

citrpx

Thank you for trying XenDesktop

Your Iral license code is:

Maa

o riay activale you fcense us) gemans Sysiam, For shegsby-shep
‘uklance on Insialing, confguring. g your vial, access Gowniaads & olp

5. Open the email that you received from citrix.cs@digitalriver.com as it contains the
License Code needed to allocate your trial license. This code should match the one

displayed in your Citrix account.
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[+ XenApp and XenDesktop -1 [#] Download Citrix XenDe: X =+ - X

O
é > O | E] ure/try/download-xendesktop.html jﬁ( ‘ = :/_ @
Expand all

(» Step 1 - Review system requirements and download software

Please review System Requirements 2 before downloading and installing
XenDesktop.

Downloads

* XenDesktop 7.12 2 (ISO, 2.19 GB)
SHA 256:

6alad5192911e1368d3408c40bf780329823676305abd971526ef9c423c5e53f

» XenDesktop Product Documentation &2

(© Step 2 - Activate your license
® Step 3 - Install and configure your software

) Step 4 - Get the most from your free trial

Frequently asked download and activation guestions

Expand all

You may choose to enter the license key later. Even without a license key, all
features are enabled and the evaluation will run successfully for up to 30 days

6. On the Citrix License page, Click on Review system requirements and download
software. Click the XenDesktop 7.12 hyperlink and download the software to a
storage location accessible to the ESXi Management server.
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[+ XenApp and XenDesktop -1 [® Download Citrix XenDe: X+ - O
wure/try/download-xendesktop.htm =S -
& = y/down ktop.html 7
Expand all

® Step 1 - Review system requirements and download software

(® Step 2 - Activate your license

» To activate your Free Trial License code, go to My Account 2 on Citrix.com and
sign in using your existing credentials (if you are not already logged in).

» Choose Activate and Allocate Licenses under My Account.

* Your Free Trial License code is visible in the resulting list. You also received it in a
confirmation email.

» Select the license you wish to activate and click Continue.

» Follow the instructions to complete your activation. Refer to the Licensing Tools
document 2 for additional information on how to use the My Account Licensing
Tools to manage licensing.

(® Step 3 - Install and configure your software

) Step 4 - Get the most from your free trial

Frequently asked download and activation questions

Once the software has downloaded, click on Step 2 - Activate your license. Click on

My Account and sign in if necessary.

CITRIX  Products Downloads ~ Support & Services  Partners Sign out

All Licensing Tools

@ My Account

Q

icense Overview View Licenses Activate and Allocate Licenses tior Reallocate Redownload Retum
Esl

Previews/Betas - License Select ' Configwre *  Confim *  Download oduct? @
LI

Retrieval [} 5) | dvance Search
ﬁ Upgrade My Products Resultsperpoge (30 ~| M ¢ Pagel of1 » M
&y centfication Manage @ Ousecrumbsr | mstabe  Puchisd | OcerDme | Bprson
@ View Non-Disclosure Agreement Results perpage (30 v| M ¢ Paget of1 b M

& view Executed Agreements

=) Applince Evaluation Agreement
B e

o~ Renewand Manage

Maintenance Pronrams

Click on the All Licensing Tools link. Then click Activate and Allocate Licenses.
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ciTR!x Products Downloads Support & Services Partrners sign Cut Q
Home J My Account f All Licensing Taols
Overview  View Licenses  Activate and Allecate Licenses  Single Allecation  Regllocate  Redownload  Return
Select * Configure *  Confirm  *  Download Don't see your gracuct? g
| Contnue [} [ S| Adversed Seach |
Results perpage (30| M| 4 Pege[1 |ot1 b W
[ ".'f Kame Code Order Mumber Mysilsble  Purchased | Order Date Expiraticn
Ditrix YanDeckicp Plstinum Edition ... T8 00001 55 =5 1EDec 3016 16 Mar 2017
Results perpage |30 = | M4 Page 1_|-:.‘Z [

I ““;Wr]

e

9. Click the checkbox next to your license, then click Continue.

License Overview View Licenses Activate and Allocate Licenses Single Allocation Reallocate Redownload Return
Select * Configure * Confrm *  Download (2]
Back Continue
Name Code Order Number Host ID Type Host ID Quantity/Available
Citrix XenDesktop Platinum Edi N/A /00001 ( - ~| 99 /9

Back Continue

10. For Host ID Type, ensure Host Name is selected. Under Host ID, enter the NetBios name
of the host on which you will install Citrix XenDesktop. Click Continue.

The Host ID field is case sensitive. If your Host ID is not exactly the same as your NETBIOS
Hostname it will not work properly. Do not enter the FQDN name of your server.

License Overview View Licenses Activate and Allocate Licenses Single Allocation Reallocate Redownload Return
Select * Configure * Confirm * Download (7]
Back Confirm
Name Code Order Number Host ID Type Host ID Quantity
Citrix XenDesktop Platinum Edition - Evaluation x99 User Dev. N/A /00001 Host Name XDVM 99

Back Confirm

11. Confirm your selection and Host ID and click Confirm. Select the Download button to
proceed to download your license file.
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Your allocation was successful. Would you like to
download your license file(s)?

Don't show this message again

[ Ok | | Close [

12. A confirmation dialog will be displayed, select OK to proceed to download your
license file.

13. Once the download completes, copy the license file to the server where you will
install XenDesktop 7.12.

7.2 INSTALLING XENDESKTOP 7.12

The server on which you are installing Citrix XenDesktop 7.12 must meet the
requirements listed in General Prerequisites on page 33. As of the publication date of this
manual the current version of the Citrix XenDesktop is:

Version: 7.12.0.81
XenApp_and_XenDesktop7_12.iso

Use the following procedure to install XenDesktop 7.12:
1. Log in to the vCenter Web Client.
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Virtual Machine Settings £
Hardware | Options
Device Summary Device status
R Memnory 2GB Connected
[ Processors 4 Connect at power on
et Hard disk 1 80 GB (Thin provisioned)
“JCD/DVD drive 1 Using local file Z:\Software\XenDe... Connection
[ Floppy drive 1 Using local drive Location: |ana\ Client v|
@Network adapt... VM Network
@Video card 1 monitar () Use physical drive:
i Browse for ISO Image .
T | < Softwa.. » XenDesktop 7.12 v O | Search XenDesktop 7.12 o | :|
Organize = Mew folder =~ [@M @
a pd...
E - Mame Date modified Type
¢ Favorites 7
B Desktop = |24 Xenfpp_and_XenDesktop_7_12 :39 PM  Disc Imag
4 Downloads
screenshots
= Recent places
1% This PC
= Deskton bl 3 L Ed
File name: | XenApp_and_XenDesktop_7_12 v| | CD-ROM images (*.iso) v|
| Open | | Cancel |
| OK | | Cancel | ‘ Help |

2. Use the vCenter Client to mount the .iso from an ISO data store to the virtual
machine CD drives. Ensure the Connected and Connected at power on check boxes

are selected.

Deliver applications and desktops to any user, anywhere,
on any device.

« Secure mobile device management
+ Hybrid cloud, cloud and enterprise provisioning
« Centralized and flexible management

Manage your delivery according to your needs:

XenAp [P Deliver applications

XenDeskto [P Deliver applications and desktops

CiTRIX

3. Launch the CD with AutoPlay or select the AutoSelect.exe application to start the
Citrix XenApp and XenDesktop installer. Select the Start button next to XenDesktop

Deliver applications and desktops.
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Get Started

Delivery Controller

Start here. Select and install the Delivery
Controller and other essential services like
License Server and StoreFront.

Services and Support

Prepare Machines and Images

Virtual Delivery Agent for Windows
Server OS

Install this agent to deliver applications and
desktops from server-based VMs or
physical machines.

on Access supporting content online.
Access knowledge base articles, security bulletins, and troubleshooting guides.

By

User Account Control

Building Citrix XenDesktop 7.12

Extend Deployment

Citrix Director

Citrix License Server

Citrix StoreFront

Citrix Studio

Universal Print Server

Federated Authentication Service

Self-Service Password Reset

Cancel

" Do you want to allow the following program to make

-

() Show details

Program name:

</ changes to this computer?

CD/DVD drive

Citrix XenDesktop
Verified publisher: Citrix Systems, Inc.
File arigin:

Yes | ‘ No

Change when these notifications appear

4. Select Delivery Controller under Get Started on the XenDesktop 7.12 window.

5. Select Yes to agree to the User Account Control prompt if displayed.
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XenDesktop 7.12

Licensing Agreement

Core Components
Features

Firewall

Summary

Install

Call Home

Finish

Software License Agreement

CITRIX LICENSE AGREEMENT

This is a legal agreement ("AGREEMENT") between the end-user customer ("you"), and
the providing Citrix entity (the applicable providing entity is hereinafter referred to as
"CITRIX"). Your location of receipt of the Citrix product (hereinafter "PRODUCT") and
maintenance (hereinafter "MAINTENANCE") determines the providing entity as
identified at https://www.citrix com/buy/licensing/citrix-providing-entities html.  BY
INSTALLING AND/OR USING THE PRODUCT, YOU ARE AGREEING TO BE
BOUND BY THE TERMS OF THIS AGREEMENT. IF YOU DO NOT AGREE TO THE
TERMS OF THIS AGREEMENT, DO NOT INSTALL AND/OR USE THE PRODUCT.
Nothing contained in any purchase order or any other document submitted by you shall in
any way modify or add to the terms and conditions contained in this AGREEMENT.

1 PRODUCT LICENSES.

a. End User Licenses. The software in a software PRODUCT and the
software installed in an appliance PRODUCT is made available by CITRIX
under the license models identified at hitp://www.citrix com/buy/licensing/
producthtml. Any experimental features delivered with such software will be
identified and are licensed only for internal testing purposes. "Software” means
a Citrix proprietary and/or open source software program in object code form
licensed h der. " 1 means a 1i with installed
Qafrrnra Nabrithstanding anvthine st facth in this SERTEMENT e ot tha

| have read, understand, and accept the terms of the license agreement

®) | do not accept the terms of the license agreement

6. Check I have read, understand, and accept the terms of the license agreement radio
button to accept the agreement. Select Next to continue.

XenDesktop 7.12

¥ Licensing A

Core Components
Features

Firewall

Summary

Install

Call Home

Finish

Core Components

For scale and perf reasons, it is ded that Director and the License Server be
installed on separate servers.

Location: C:\Program Files\Citrix
ol Component (Select all)

Delivery Controller

v tes applications and desktops, manages user access, and optimizes
| Studio

Create, configure, and manage infrastructure components, applications, and desktops.
v Director

Monitor performance and troubleshoot problems.
) License Server

Manages product licenses.

StoreFront
v ication and resource delivery services for Citrix Receiver, enabling you
= to create centralized enterpr tores to deliver applications, desktops, and other

resources to anywhere

[ pacc | [ Concel |

7. Select the Core Components that you wish to install, by default all components are
selected. For a single server installation select Next with all Core Components
checked to continue.
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XenDesktop 7.12 Features

Feature (Select all)

Features v
Firewall

Summary ; Install Windows Remote Assistance
Install

Call Home

Finish

r for storing desktop

Select this only if you need the shadowing feature of Director Server,

Back im‘ _ Cancel |

8. Select Features needed for this installation. Citrix best practice is to use a SQL Server
separate from the XenDesktop server. For a single server installation accept the
default selections and select Next to continue.

XenDesktop 7.12 Firewall

The default ports are listed below.

y Delivery Controller Director
 Features
Firewall 80 TCP 80, 443 TCP
Summary 443 TCP
Install
Call Home
Finish

Configure firewall rules:

®) Automatically

License Server

7279 TCP
27000 TCP
8083 TCP
8082 TCP

StoreFront

80, 443 TCP

Select this option to automatically create the rules in the Windows Firewall. The rules will
be created even if the Windows Firewall is turned off.

Manually

Select this option if you are not using Windows Firewall or if you want to create the rules

yourself.

Back

9. Under Configure firewall rules: select Automatically, unless you are not using
Windows Firewall. Select Next to continue.
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XenDesktop 7.12 Summary
¥ Licensing Agreement Review the prerequisites and confirm the components you want to install.
+ Core Components =
Installation directory —
v Features
C:\Program Files\Citrix
+ Firewall |
! Prerequisites
Summary Microsoft .NET Framework 4.5.2
Install ‘ Local Host Cache Storage (LocalDB)
Call Home Microsoft SQL Server 2014 SP2 Express ¢
Microsoft SQL CLR Types (x86) i
Finish Microsoft SMO Objects (x86)
Microsoft SQL CLR Types (x64)
Microsoft SMO Objects (x64)

Microsoft Internet Information Services
Windows Remote Assistance Feature

Core Components ==
Delivery Controller
Studio
Director
License Server
StoreFront o

Install Cancel

10. Review Summary and Select Install to begin installation.

XenDesktop 7.12 lling p isites and p
¥ Licensing Agreement Installing... About 9 minutes remaining...
+ Core Components - N
Prerequisites —
+ Feats
by ~_Hide Prerequisites
Installed
Installed
Installed
I
o The machine needs to be restarted before the installation can continue. Inctalied
i =
I |
Core Components
Delivery Controller
Studio
Director
License Server _J
StoreFront
Post Install -

11. Restart the OS as necessary. Once the OS restarts log back in to continue.
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XenDesktop 7.12
¥ Licensing Agreement
+ Core Components

¥ Feat

res
+ Firewall
+ Summary

¢ Inst

Call Home

Finish

Call Home

Call Home monitors your deployment for common error conditions, automatically uploads system
data to Citrix, and then proactively notifies you before issues become serious problems.

How does it work?
| - Configuration and usage data are gathered and periodically sent using HTTPS to Citrix.

i - You can log into Citrix Insight Services to view di ics results and rec

! This information will be used for troubleshooting and diagnostic support purposes, as well as
to improve the quality, reliability, and performance of Citrix products, subject to the Citrix
Insight Services Policy at https://cis.citrixcom/legal/ and the Citrix Privacy Policy at http://

i www.citrix.com/about/legal/privacy.html.

Learn more

®) | want to participate in Call Home. (Recommended)

I do not want to participate in Call Home.

@ 7o participate in Call Home, you must connect to Citrix Insight Services.

Connect

12. After install, the Call Home window appears. Select whether to participate in Citrix
Call Home and continue.

XenDesktop 7.12

# Licensing Agreement

+ Core Components

¥ Features

¥ Firewall
+ Summary
+ Install

¢ Call Home

Finish

13. Select Finish when the Finish Installation dialog is displayed.

Finish Installation

The installation completed successfully. v Success
-
Prerequisites —
v Microsoft .NET Framework 4.5.2 Installed
v Microsoft SQL Server 2014 SP2 Express Installed
v Windows Remote Assistance Feature Installed
¥ Local Host Cache Storage (LocalDB) Installed
¥ Microsoft SQL CLR Types (x86) Installed
v Microsoft SMO Objects (x86) Installed
v Microsoft SQL CLR Types (x64) Installed
v Microsoft SMO Objects (x64) Installed
v Microsoft Internet Information Services Installed =
Core Components
v Delivery Controller Installed
¥ Studio Installed
v Director Installed
« License Server Installed
v StoreFront Installed
Post Install
+ Component Initialization Initialized
-
Launch Studio

[ Back ]

SP-00000-001_v01.0/. |

150



1.

Building Citrix XenDesktop 7.12

7.3 IMPORTING VSPHERE AND VSPHERE WEB
SERVICES SDK CERTIFICATES

Before you can continue with the XenDesktop configuration you must import the

vSphere 6.0 server certificate and vSphere Web Service SDK Certificates into the VM
that contains the XenDesktop instance.

7.3.1 Importing the vSphere Certificate

= Te |
e]é http://depve.pelab o~ C” @ Certificate Error: Navigation... ok 1t
o

g) There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trusted certificate authority.

Security certificate problems may indicate an attempt to fool you or intercept any data you send to the
server.

We recommend that you close this webpage and do not il to this websi

@ Click here to close this webpage.

@ Continue to this website (not %ommended).

@ More information

http://depve.pe.lab/

Navigate to the website for the VMware vCenter Server Ul Select Continue to this
website (not recommended).
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<

@ Untrusted Certificate

The security certificate presented by this
website was not issued by a trusted
certificate authority.

This problem might indicate an attempt to
fool you or intercept any data you send to
the server.

About certificate errors

View cert'a‘icates

We recommend that you close this webpage.

e depvc.pelab

=[] x
ALY

>

2. Click on the certificate warning next to the URL in the address bar and select View

certificates.

(-

General | Details | Certification Path

&J Certificate Information

This certificate cannot be verified up to a trusted
certification authority.

Issued to: depvc.pe.lab

Issued by: CA

Valid from 12/6/2016 to 12/1/2026

[nsta Ce{ﬁﬁca&... [ 1ssuer statement |

store.

Lo ]

ge———

3. Select the Install Certificate button to import the certificate into the local certificate

>
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Welcome to the Certificate Import Wizard

This wizard helps you copy certificates, certificate trust lists, and certificate revocation
lists from your disk to a certificate store.

A certificate, which is issued by a certification authority, is a confirmation of your identity
and contains information used to protect data or to establish secure network
connections. A certificate store is the system area where certificates are kept.

Store Location
O current User
@® Local Machine ter Servers

To continue, dick Next.

(e ] [ |

>

4. Select Local Machine radio button on the Certificate Import Wizard and then select
Next to import the server certificate into the local machine certificate store.

Certificate Store
Certificate stores are system areas where certificates are kept.

Windows can automatically select a certificate store, or you can specify a location for B
the certificate. ¥

87 |

® Automatically select the certificate store based on the type of certificate !
O Place all certificates in the following store N

Certificate store:

| [Browse...

oK

>

5. Select Next to accept the default to automatically select the certificate store based on
the certificate type.
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Completing the Certificate Import Wizard

87 |

The certificate will be imported after you dick Finish.

You have specified the following settings:
Certificate Store Se

A
{22t Automatically determined by the wizard
Certificate

6. Select Finish to continue.

o The irmpaort was successful,

7. Select OK to close the notice that the certificate was imported successfully.

7.3.2 Importing vSphere Web Services SDK Certificates
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E Welcome to VMware vsphere x ||

Getting Started
To access vSphere remotely, use the
vSphere Web Client.
Log into vSphere Web Client
For help, see

vSphere Documentation

Copyright © 19982016 Viware, Inc. Al Us and
one or more. hitp Iveww: VMware is &
ofher marks

httpsi//depvc.pe.labl certs/download

has its own copyright and applicable icense condiions. Please wsit

hitp /Avsew vimware. comfnfo7id=1127 for mors information.

For Administrators
Web-Based Datastore Browser
Use your web browser to find and download files (for
‘example, virtual machine and virtual disk files).

Browse datastores in the vSphere inventory
For Developers
vSphere Web Services SDK
Leam about our latest SDKs, Toolkls, and APIs for
managing VMware ESX, ESXI, and VMware vCenter.
Get sample code, reference documentation, participate
In our Forum Discussions, and view our latest Sessions
and Webinars.

Leam more about the Web Services SDK

Browse objects managed by vSphere

MMNWMME

property laws. VMware products are covered by
o trademark of VMware, Inc.in the Uniled States andior other jurisdictions. A1
may contain individual open source software components, each of which

Select Download the trusted root CA certificates from the vSphere Web Services SDK

section.

()@ novs./spicpeian £ - & ¢ @ wecometo Wimarevspherex ||

Getting Started
To access vSphere remotely, use g
vSphere Web Client.

Log in 1o vSphere Web Client
For nelp, see

vSphere Documentation

08 » ThizPC » Downleads

v @] [ Search Downloads

Organize w  Newfolder

— Name i Date moditied
B Deskiop ) FiD_26d05285 156359808 _Sati ic 12/16/2016 3:44 PM
& Downlosds

%] Recent places

inistrators
| |psed Datastore Browser
@ [ web browser o fnd and downioad fes (for
e [ )
e e |[yse catastores in e vsprere iventory
Velopers
e Web Services SDK

bout our Iatest SDKs, Toolkits, and APIs for

Ing Vhiware ESX, ESXi, and VMware vCenter
mple code, reference documentation. participate
forum Discussions, and view our latest Sessions
boinars

n more about the Web Services SDK

1% This PC
e Hework
< w S
File name: | downlosdzip I

] frse abects managed by vphere

Save astype: | Al Files

| Hmload trusted root CA cerificates.

* Hide Folders

‘Copymont @ 192-2016 VMAware, Inc. AN fights reserved. This

‘one or mor patents isted at

by U and

Viurare s a regt

other n

may be trademarkz pe

praperty laws. VMrare products ars coversd by
or trademark of Vkhware, Inc. in the United States andior other jurisdicions. Al
‘companies. VMwrare products may contaim Ividual open source soflwars compenents, each of which

8K

swe v|| Concel | |

Save the file, adding “.zip” to the end. Extract the certs from the download.zip file.
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Search

B . 3]

wn Manager
Windows Ad 1
Server Manager PowerShell

Dy -

This Task Manager

w e

Control Panel Intermet Explocer

Launch MMC control panel from the Start->Search menu by entering MMC in the
search window clicking the MMC icon.

Consolel - [Console Root] == -
Action  View Favorites Window  Help [-[=]x]
@ New colel
= | Open e T
Save Crl+s
There are no items to shaw in this view, Console Root i
Save fs...
More Actions »
Add/Remove Snap-in... Carl+M
Options

1 CProgram Filesh...\StudioSF
Exit

Enables you to add snap-ins to or remove them from the snap-in console.

4. Select Add/Remove Snap-in from the File menu.
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Available snap-ins:

Snap-in
= Actives Control
uthorization Manager

&3 citrixc StoreFront

&8 citrix Studio

& Component Services
E—‘Computer Managem. ..
&Device Manager

=4 Disk Management

E Embedded Lockdow. .,
g Ewent Vigwer

[ Folder

EJGroup Palicy Object ...
(“BInkernet Informatio.. .

Wendor

Microsoft Car,.,
Microsoft Car,.,
Microsoft Cor...
Cikriz Syskem...
Cikrix Svstem.. .
Micrasoft Cor...
Microsoft Cor,.,
Microsoft Cor,.,
Microsoft and. ..
Copyright (c) ...
Microsoft Car,.,
Microsoft Car,.,
Microsoft Cor,.,
Microsoft Cor...

Description:

Selected snap-ins:

¥ou can select snap-ins For this consale from thase available on your computer and configure the selecked set of snap-ins, For
exkensible snap-ing, wou can configure which extensions are enabled.

[ Console Root

Edit Extensions. .

Remove

Mowe Up

Mowe Down

|

Advanced..,

The Certificates snap-in allaws you ta browse the cantents of the certificate stores For yourself, a service, or a computer,

5. Select Certificates from the Available snap-ins and then click Add button.

() My user account
() Service account

(® Computer account

Thiz gnap-in will always manage certificates for:

| < Back ”

Mewt »

| | Cancel |

6. Select Computer Account radio button and then select Next to continue.
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Select Computer -

Select the computer pou want this snap-in to manage.
Thiz gnap-in will always manage:

(® Local computer: [the computer this console i running on)

() Another computer: Browse...

[] Allavs the selected computer ta be changed when launching fram the cammand lins. This
only applies if pou save the conzale,

| < Back ” Firish || Cancel |

7. Accept the default of Local computer as the computer you want to manage, and then

select Finish to continue.

Add or Remove Snap-ins -

‘fou can select snap-ins for this console from those available on your computer and configure the selected set of snap-ins. For
extensble snap-ins, vou can configure which extensions are enabled,

Aweailable snap-ins: Selected snap-ins:

Snap-in Wendar ~ | Console Root Edit Extensions. ..

- Activer Control Microsoft Cor... J;)J Certificates {Local Computer)

Authorization Manager Microsaft Cor,., Remove

5 Certificates Microsoft Car... | =

&4 Citrix StoreFront Cikrix Syskern, .. Mave Up

&4 Citrize Studio Cikrix Syskem. ..

B Component Services Microsoft Cor... Mave Diown

é‘ Computer Managem... Microsoft Cor...

=g Device Manager Micrasoft Car. ..

EDisk Management Microsoft and...

% Embedded Lockdow...  Copyright (c) ...

@ Event Viewer Microsoft Car...

~ Folder Microsoft Cor,..

_f Group Policy Object ... Microsoft Car...

“BInternet Informatio... Microsoft Cor... |
Description:

The Cettificates snap-in allows you to browse the contents of the certificate stares for vourself, a service, ar a computer.

8. Select OK to load the snap-in.
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=1 Consalel - [Console RootyCertificates {Local Computer)iTrusted Root Certification AuthoritiesiyCertificates] = -
T File Action View Favorites Window Help [-|=]x]
O EEIEER =
| Consale Root ~ | Issued Ta - Issued By Expiration Date  Inten ~ || Actions
a (5] Certificates (Local Comg || 5] Baltimore CyberTrust Root Battimore CyberTrust Root S/12/2005 seve | ponin e -
b [ Personal [5/Class 3 Public Primary Certificat... Class 3 Public Primary Certificatio..  B/1/2028 Secun B
4 [ Trusted Root Certific| || (] Commercial Private Sub CA1  Entrust Managed Services Comm...  10/13/2030 <Al More Actions 4
1 Certificates = e sanca g — 16) 1997 Micrasoft Carp,  12/30/1099 Time
b Enterprise Al Tasks e et lgh Assurance v Root .. 11/9/2031 Serve
b [ Intermedi Wi * lices Com... Entrust Managed Services Comm..,  11/13/2030 <l
b [ Trusted P New Windew from Here fices SSP C4 Entrust Managed Services Root CA  5/8/2019 <Al
b [ Untrusteq v-Ca ent-TRAAPPNWHI3EV-CA 3/18/2016 <Al
b [ Third-Par| | New Taskpad View..
b Tmssted P Este Auth.. Equifax Secure Certificate uthority  8/22/2018 Secut
b 7 Client ul Refresh oy CA Federal Common Policy CA 12/1/2030 Serve
b Otherped | BrportList. GeoTrust Global CA S/20/2022 Serve
b O Gt Del| | Help Hfication ... 5o Daddy Class 2 Certification fu...  6/25/2034 Sere
b ) Remote DeFFeop S GTE CyberTrust Global Root 6/13/2018 Secut
b ) Certficate Enrollmer || GlMicrosoft Authenticadettm) Row. Microsoft Authenticadettm) Roat.,  12/31/1998 Secun
b ) Smart Card Trusted £ || Gl Microsoft Reot Authority Microsoft Root Authority 123172020 <Al
b C sMs EaMicrosoft Root Certificate Auth... Microsoft Root Certificate Authori.. 5/3/2021 <Al
b [ Trusted Devices LMicrosoft Rot Certificate Auth.. Microsaft Root Certificate Authari.. 6/23/2035 <Al
b Weh Hostinn )| FE=IMicrnsaft Rant Certificate fAuth  Micracaft Rant Certificate SAuthari 2929006 any Y
< n > |[< [ >

Add a certificate to a store

9. Expand Certificates, and then expand Trusted Root Certificates. Right click on
Certificates under Trusted Root Certificates and select All Tasks= Import.

Certificate Import Wizard

Welcome to the Certificate Import Wizard

This wizard helps wou copy certificates, certificate trust lists, and certificate revocation
lists From wour disk to a certificate store,

& certificate, which is issued by a certification authority, is a confirmation of your identity
and contains information used to protect data or ko establish secure network
connections, & certificate store is the system area where certificates are kept,

Skare Location

Current User

Local Machine

To continue, click Mesxt,

| Next || Cancel |

10. Select Next to continue to import certificates using the Certificate Import Wizard.
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File to kmport

Specify the File you want ko import,

File: narne:

| | Browse. ..

Mote: More than one certificate can be stored in a single File in the Following formats:
Personal Information Exchange- PKCS #12 (PFx, P12}
Cryptographic Message Synkax Standard- PRCS #7 Certificates (. P7E)

Micrasoft Serialized Certificate Store (55T)

| Net || cancel |

11. Click on the Browse button to locate the recently downloaded certificates.

T |h <« Local Disk (C) » certs v & | | Search certs » |
Organize - Mew folder f== ~ ﬁ @
St Favarites Mame Date modified Type
B Desktop D 50591460 AAT2MITETPM OFile
Li. Dowenloads D 505914610 47 2M5 T5TPM ROFile
&l Recent places
1M This PC
f! Metuvork
[<] [T [ [>
File name: | v| |AII Files (** v|
| Cpen | | Cancel |
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12. Locate the certs folder where you recently extracted it from the download.zip. Select
All Files (*.¥) file type and then select the first certificate .0 file. Click Open to choose
this certificate file.

File to Import

Specify the file yau want ko inport,

File narne:
Cilcerts\S0e59146.0 | | Browvse, ..

Moke: Maore than one certificate can be stored in & single Filz in the Follawing Farmats:
Personal Infarmation Exchange- PECS #12 (PR, .P12)
Cryptographic Message Syntax Standard- PKCS #7 Certificates {.P7E)
Microsoft Serialized Certificate Store 55T}

Net || Cancel

13. Select Next to continue.
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Certificate Store

Certificate stores are system areas where certificates are kept,

windows can automatically select a certificate store, or you can specify a location For
the certificate.

() Automatically seleck the certificate store hased on the bvpe of certificate
(®) Place all certificates in the Following store

Certificate skore:
| Trusted Rook Certification Authorities

| | Erawse. ..

14. Select Next to continue with importing the certificate into the Trusted Root
Certification Authorities.
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Completing the Certificate Import Wizard

The certificate will be imported after vou click Finish,

You have specified the Following settings:

o e R e R T NP R Trusted Root Certification Authorities
Content Certificate
File Mame Cricerts\50e59146.0

Finish | | Cancel

15. Select Finish to import the certificate.

o The import was successful,

16. Select OK to close the notice that the certificate was imported successfully.

17. Repeat the import process for the vSphere Web Services SDK certificate on the
second certificate .r0 file extracted from download.zip.

18. Close the MMC window.

19. Select No, to not save console settings.
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7.4 USING CITRIX STUDIO TO PERFORM SITE SETUP

Use the following procedure to configure Citrix Studio, which will be used to manage
the XenDesktop 7.12 deployment.

Citnx License Administration Co...

Citrix Simple License Service

Citrix Director

Citrix Studio NEW «

Citrix StoreFront NEW

Citrix Scout NEW

1.  On the Start Menu search for and select Citrix Studio.

(] User Account Control x|

@ Do you want to allow the following program to make

changes to this computer?

ﬁ Program name:  Citrix XenDesktop
Verified publisher: Citrix Systems, Inc.
File erigin: CD/DVD drive

@ Show details Yes | ‘ Mo

Change when these notifications appear

2. Select Yes to agree to the User Account Control prompt if displayed.
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File Action View Help

(il
(] Console Root

& Citrix Studio

B Citrix StoreFront

Welcome

Welcome to Citrix Studio M

To begin, select ane of the three options below,

Site setup

Deliver applications and desktops to your users

Remote PC Access

Enable your users to remotely access their physical machines

Scale your deployment

Connect this Delivery Controller to an existing Site

Citrix Studio

View
6] Refresh
Help

Actions

3.

Under Site Setup, Select Deliver applications and desktops to your users.

If you have not joined the server to the domain you will not be able to run the Site Setup
process. The following message will be displayed. If you have received this error, uninstall
XenDesktop, join the server to the domain and reinstall XenDesktop before continuing.

0 This machine is currently not joined to an Active Diractory domain. To use Studio on this machine, join the machine to 2 domain.

If you are logged in as a local user rather than a domain user you will not be able to run the

site setup process. The following message will be displayed.

o The current user does not appear to be the member of an Active Directory domain. Studio cannot be run by a local user.
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Studio Intreduction
= | You have two cptions when creating a new Site. The simplest option is to automatically
Introduction create a fully configured, production-ready Site. The secand, more advanced option is
Database to create an empty Site, which you must configure yourself.
licoreing What kind of Site do you want to create?
Chfinedtion (®) A fully configured, production-ready Site (recommended for new users)
N k ) An empty, unconfigured Site
Storage
App-V Publishing Site name:
Summary [siteLocationName |

4. On the Site Setup: Introduction screen. Enter a site name, and select Next to continue.

Studio Databases
Databases store information about Site setup, ion logging and ing.
Choose how you want to set up the databases. Learn more
v = S
nlsodentn ‘ (®) Create and set up databases from Studio ) Generate scripts to manually set up
Databases (You can provide details of existing empty databases on the database server
o " ‘ databases)
Licensing
Connection Provide database details
Network
- Data type Database name Location (formats)
Additional Features T
Summary Site: CitrixSiteLocationNameSite | ‘ Locathost\sglexpress ‘
[ CitrixSiteLocati Moni ,l l L ]
Logging: [ CitrixSiteLocationNameLogging I ‘ Localhost\sqlexpress ‘

© For an AlwaysOn Availability Group, specify the group’s listener in the location.

Specify additional Delivery Controllers for this Site Learn more Select..
1 selected

) R ()

5. For a single server deployment accept the default settings. For a multi-server
deployment with SQL Server 2008 R2 or newer enter the appropriate Database
server location and database name. Select Test Connection to verify the database
server connection. Click Next to continue.
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Site Setup

* Licensin,
Studio g

License server address: [Jocalhost27000 |8 [ connect
1 want to:

Licensing ®) Use the free 30-day trial

You can add a license later.
Connection
Network Use an existing license

The product list below is generated by the license server.
Additional Features

Summary

Cancel

trial. Select Next to continue.

Site Setup
Studio Connection
Selecta Co jon type. If machine management is not used (for example when using physical
hardware), o machine management
Connection type: VMware vSphere ® -
Connection address: https://depvc.pelab/sdk
© Learn about user permissions
Connection
User name: Administrbtor@vsphere.local
Storage Management
Storage Selection KRS Sssseswse
Network Connection name: | ConnectionName|

Additional Features Create virtual machines using:

Summary ® Studio tools (Machine Creation Services)
Select this option when using AppDisks, even if you are using Provisioning Services.

Other tools

Cancel

On the Connection dialog, enter the following;:
Connection type: VMware vSphere

Connection address: The vCenter Web Services SDK url
User name: administrator@vsphere.local

Password: the vCenter administrator password.
Connection Name: ConnectionName
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Accept the default for Studio Tools (Machine Creation Services). Select Next to

continue.

If you receive a certificate error, ensure that you have imported the vSphere Certificate,
and vSphere Web Services SDK certificates into the Local Machines Trusted Root Certificate

Authorities.

!

Studio

Cannot connect to the WCenter server due to a certificate error,
Make sure that the appropriate certificates are installed on the

WCenter server, and install the appropriate certificates on the
following machines:

localhost
Learn more
Close
Figure 7-1 Citrix vSphere certificate error

Site Setup

Studio

Storage Management
Storage Selection
Network

Additional Features

Summary

Select a cluster

Select a cluster

v = Datacenter
» % MGMT
'Y Pr(i!udion

Cancel

2 B

Back

Cancel |

In the Storage Management section, select a cluster on which to run the virtual
desktops by clicking Browse. Choose the Production cluster and click Next.
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Studio Storage Selection

When using shared storage, you must select the type of data to store on each shared storage
device; machine operating system data, personal user data, and if not storing temporary data

& introdkctios locally, temporary data. At least one device must be selected for each data type.

Select data storage locations:
¥ Databases

¥ Licensing Name + ‘ 0s Personal vDisk | Temporary
FreeNAS J J -
¥ Connection JKXIO @] O =
¥ Storage Management
Storage Selection .
Network

Additional Features

Summary

= (o

9. On the Storage Selection window, select a datastore for each of the storage categories.
Then click Next.

Studio Network

Name for these resources:

[ResourceNamJ I

¢ introduction
The resources name helps identify this storage and network combination in Studio.

Select one or more networks for the virtual machines to use:

¥ | Name ' .
¥l Dbmz

¥ VM Network

¥ Databases

¥ Licensing

v Connection
+ Storage Management
¥ Storage Selection
Network
Additional Features

Summary

10. On the Network dialog box, under Name for these resources, enter a resource name
for the vSphere networks. Select the Network(s) that you wish the virtual machines
to use. Select Next to continue.
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Studio

¢ introduction

¢ Databases

¥ Licensing

+ Connection

¥ Storage Management

+ Storage Selection

« Network
Additional Features
Summary

Studio

+ Introduction

¥ Databases

¥ Licensing

« Connection

¥ Storage Management
+ Storage Selection

+ Network

v Additional Features

Summary

Additional Features

Building Citrix XenDesktop 7.12

Use the following features to customize your Site. You can also enable/disable and configure

features later.

J Feature
(] AppDNA

(] App-V Publishing

Enable this feature to allow analysis of applications and operating systems, review
compatibility issues, and take remedial actions to resolve them.

Enable this feature if you will use applications from packages on App-V servers. If you
will use only applications from App-V packages on network share locations, you do not
need to enable this feature.

E==N

11. Do not select additional features. Click Next.

Summary
Site name: SiteLocationName m
Site database: CitrixSiteLocationNameSite
L qlexpress (no high
Monitoring database: CitrixSiteLocationNameMonitoring
Localhost\sglexpress (no high
Logging database: CitrixSiteLocationNamelogging
L (no high i
Delivery Controllers: XDVM.pe.lab
License server: localhost:27000
Connection type: VMware vSphere®
Connection address: https://depve.pe.lab/sdk
Connection name: ConnectionName
Create virtual machines with: Studio tools (Machine Creation Services)
Networks: VM Network T
DMZ
Virtual machine OS storage: JK-Citrix-XIO

o ) M (]

12. Select Finish to complete the Site Setup.
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File Action View Help
@z
Actions
|| Full Depioyment View »
|G Refresh
H Hew
Site Setup
Follow these steps to set up and deploy your virtual desktop infrastructure.
Configuration
[ify App-¥ Publishi
& Citrix Storefront
° a Test site configuration
Machine Catalogs
Set up machines for desktops
2 and applications or remote PC
access
Delivery Groups
I < [0 > -

13. Select Test Site Configuration to verify everything is configured properly.

Site configuration testing is complete.

238 successiul tests
0 warmings

0 failed tosts

14. Select Show Report to view any warnings or failed tests. Select Close to exit the Site
Configuration Testing dialog once all errors are corrected.

7.5 CONFIGURING CITRIX LICENSES SERVER

Use the following procedure to configure the Citrix XenDesktop 7.12 Enterprise License
server.
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File Acton View Help
«= 2@ 8F

) Console Root

=4 AppDisks
8 Delivery Groups
N Applications
= Policies
(# togging
4 s Configurstion
B Administestors
= Controllers
= Hosting
| &4 Lcensing
0 stheeFront
2k App-Y Publshe
& AppDNA
@ Zones
B2 Citex StoreFront

Site Overview

© Required product licenses are not installed.

License use

Site information

Siter SitelocationName
XOVM.pelab
27000

Server

Port

Licenses

Preduct & Model

fesion.
Lxenie model

Kequired SA date:

| Swraten one

Building Citrix XenDesktop 7.12

a B3 Citrx Stadio (Sitel ocat -
D » mava s sos i
¥ Machine Cataloge | Liensing Overview &

Show detass v

XenDesktop Platioum (30-day trisf

Uset/Device
2000017

Sutucrigtion Advecta-. | Trpe

| Quantity

Licerse Admunsstiation Cons.,
Bl Allocate Licenses
g Add Licenses
Bal Change License Server
(A EdrPraduc: Fdition
View »
G Refresh
Help

1. Open Citrix Studio on the XenDesktop server. Expand Citrix Studio and then
expand Configuration on the left-hand pane. Select Licensing to display the
Actions menu on the right pane
displayed in the center pane.

Allocate Licenses

Lcense Administreton Console

« Bl UAd\Ucandes

(l\uw License Server
Edit Product Fditicn

Refresh

Help
= Yelicies
(P Logging
4 s Cenfiguretion
8 Administrators
3= Controllers
= Hosting
| & Licerning
0 StoreFront
ik App- Publshe
& AppDNA
@ Zones
B2 Citrix StoreFront

~

© Required product licenses are not installed.

License use

Site information

Site SitelocationNase
XOVM.peabs
27000

Server
Port

Licenses

Product

+ Mode

Show detas ¥

XenDesktop Platinum (30-day trisf

fesion
Lenze model Uset/Device
Kegquired SA date: 20001117

| Swkation Date Subwcription Adverta.. |

Tre

| Quantty

. The currently allocated licensing will be

Actiors

Lo License Adeinstration Cons..
Bl Allocate Leenses
g Add Licenses
Fal Change License Server
A FdaProduct Fdition
View »
G Refresh

B nep

2. Select Add Licenses from the Action pane.
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© * 1 [ » ThisPC » Downloads v & [Search Downloads 2|
Organze v New folder =30
e Povsdies Name - Date madified Type
B Desktop. L download /20161247 .. File folde
% Dcwnlosds FID_26005285.15668c59808_Sa8kic G163 M LIC File
L Recent places
Show details ¥
W This 0C
€ Network
XenDesktop Platinum (30-day tral]
I ol Uset/Device
< " >
date: 200017
File rame: | FID_26405205_156#0c50005_So8¢ v| [LIC files (") v|
oy | [ ]
Product 4 Model | Bxpkaticn Due Sutacrigtion Adveeta. | Type | Quantty
< " | >

[=To1x]

Lo License Administiation Cons..,
B Allocate Lcenses
(g Add Licenses
Bl Change License Server
(A EdrPraducs Fdition
View »
G Refresh
Help

3. Browse the file system on the XenDesktop server to where you previously saved the
lic file downloaded from your Citrix My Account. Select the file, and then click Open

button to continue.

" Citrix Studio
File [ Action | View Help

o 2@ BE

1 Console Root
a B3 Citrx Studio (Sitel ocat

8 Delivery Groups
W Applications
= Policies
(# Laggng
+ & Cenfiguretion
8 Administrators

© Required product licenses are not installed.

Show detass ¥

License use

Are you sure that you want 10 acd the kcense file CAUsers
\adminstraton Downleads
\FID_26005235 1561259608 _Sastlic >

Site information

5 AppDNA Cre SaelocationNand
Sever  XDVMpelab

B3 Citeix StoreFront Port 27000

-

Licenses

Product + | Moge | Boeatien One Sutacrigtion Adveeta. | Type | Ouentty

=]

&a Licerse Administration Cons.,
B Allocate Lcenses
Gl Add Licenses
Bl Change License Server
(A FdrPraduc: Fdition
View »
G Refresh
Help

4. Select Yes to confirm to add the license file selected.
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« 2[5 8F

& Delivery Groups
W Applications
= Policies

+ i Configurstion
B Administretors

B3 Citeix StoreFront

Site Overview

A Licenses are about to expire.

License use

Site information

Sitex SatelocationName
Sever  XDVM.pelab
Pory 27000

Licenses

Product

Citrix XenDesktop Platmun
Citrix XeenDesktop Enterprise
Citrix XenDesktop VOI

Citeix XenApp Platinum
Citrix XenDesktop VOI

Citrix XenDeskeop Fnterprite
Citrix XenDesksop Platinum

+ | wodel
User/Device
Concument
User/Devsce
Concurmrent
Conrcument
User/Device
Concument

teion XenDesktop Platinum

Lienze model Uset/Device

Kequired SA date: 200017
Expiation Dete 8 | subwiption Advarta... | Tyve
3620171 O 20620 © Evelustion
31672017 Q 26216 © Evalation
31672017 © 261216 © FEvalation
N62M7 © 206126 © Fwalation
3162017 O e @ Fualuation
318/2017 Q 081218 @ Fvakiation
3162017 @ 081216 & Fulatien

Building Citrix XenDesktop 7.12

Show detads ¥

3383383;

B Allocate Licenses

gl Add Licenses

Bl Change License Server

A FdnProduct Fdition
View

A Refresh

Help

&a Licerse Administration Cons.,

The license will be displayed in the center pane of the License Overview panel.
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7.6 VERIFY CITRIX STOREFRONT CONFIGURATION

Use the following procedure to verify the Citrix StoreFront configuration.
s Citrix Stucio = [o .

File Action View Help

« | 2=

(1 Cansole Raot Actions
Citrix Studio (SiteL ocation

4 £ Citrix Studio (SiteLocationName) Citrix StoreFront N
O Search

= Machine Catalogs

Wiew »
Delivery Groups G Refresh

é Policies View or Change Stores <]

[# Logging Add delivery controllers, change the update senvices, and where users can connect to the stores. Help

4 B> Configuration
A Administrators
Controllers

= Hosting Create a Store

&6 Licensing Create a new store to deliver seff-senvice applications, data, and desktops to your users.

3 StoreFrant
[y App-Y Publishing
b [52 Citrix Storefrant

1. Open Citrix Studio on the XenDesktop server. Select Citrix StoreFront from the left
pane. Select View or Change Stores to continue to the Store dialog.

= Gitrix Studio [=Ta =]
File

Action View Help
«=| 2@ B[=
] Console Root .
b $% Citrix Studio (SiteLoca =LA ) § = A
4 83 Citrix StoreFront res
3 Stores Authenticated Subscription Enabled Create Store
B8 Server Group SR Senoce Internal network only Export Multi-Store Pro...

Manage NetScaler Gat...

Manage Beacons

Set Default Website
View »
Details - Store Service (@] Refresh
Detaiis | Delivery Controllers | Receiver for Web Sites | Help
Receiver for Web Site | Ciassic Experience | Authentication Methocs | HTMLS Receiver Store Service -

hitp://xdvm.nvidialab.com/Citrix/StoreWeb Disabled User name and password Not Used Manage Delivery Contr...

Configure Unified Expe...
Manage Authenticatio...
Manage Receiver for ..
Configure Remote Acc.
Configure XenApp Ser...
Configure Store Settings
Export Provisioning File
Remove Store

Help

2. Select the Receiver for Web Sites tab in the middle pane. Make note of the Website
URL that is displayed on the center pane. This is the Citrix Web Receiver url and will
be used to log in to XenDesktop from a web browser.
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CHAPTER 8. SELECTING GRID VGPU
PROFILES

This chapter covers GRID vGPU profiles and considerations in choosing them for your
user’s needs, including;:

» An explanation of the profiles and what they do

» How to match profiles to user needs

8.1 PROFILES EXPLAINED

As mentioned in the NVIDIA GRID Architecture section, the GPU can be viewed as
having two sections: the engines, which do the mathematics of rendering, shading, and
deep learning, and the frame buffer, which is used to store the input and output results
for access by the VM. To maximize GPU performance for each VM, access to the GPU
engines is time sliced between VMs. When a VM has graphics processing to do, it has all
the engine resources, like graphics compute engine and video encode/decode, available
to it. This ensures that critical graphics functions, which must execute as fast as possible
to provide a smooth, usable screen experience, have all the resources they need to finish
quickly. This type of sharing means that the individual data for each VMs operations
must be partitioned from each other.

GPU frame buffer memory is not, therefor, universally available. In the interest of
keeping one VM from interfering with another, the frame buffer is allocated specifically
to each VM. Each VM needs its own frame buffer area for the GPU to store the results of
graphics operations. This frame buffer memory is allocated using vGPU profiles. GRID
vGPU profiles assign custom amounts of dedicated graphics frame buffer to each VM.
This way, administrators can allocate the right amount of frame buffer for the expected
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role that the VM will play (workstation, desktop, or virtual application). Every virtual
machine gets the resources needed to handle the expected graphics load.

Profiles also determine other graphics characteristics, such as maximum number of
monitors and maximum display resolutions.

8.2 THE ROLE OF THE GRID VGPU MANAGER

GRID vGPU Manager software, running in the hypervisor layer, implements the
requested profiles, and performs GPU scheduling. It allows up to 16 users to share each
physical Tesla GPU. It assigns the graphics resources of the available GPUs to virtual
machines using a balanced approach.

8.3 POWER USER & DESIGNER PROFILES

NVIDIA GRID was designed to provide excellent performance for all parts of the
enterprise. Prior to NVIDIA GRID it was impossible to move your most demanding end
users into the data center. They were essentially denied mobility, ease of management,
data centrality and security, disaster recovery protection, and the rest of the benefits of
virtualization. These users were chained to their workstation, which was chained to a
desk. vDGA/Pass-through and other solutions were developed that allowed remote
workstation access, but with a 1:1 ratio the costs were high and no resource pooling
efficiency was gained. Now with GRID multiple workstation users can be placed on a
single host, even combined with other less demanding users to increase density.

Start your profile selection by looking to your primary application’s requirements. The
software vendors work hard certifying that their application will perform well if the
right hardware and software is used. Using those requirements, select the appropriate
vGPU profile to meet your end user’s needs. To understand more about the graphics
requirements of your applications, consult your application vendor.

The key to picking a profile for these users is compatibility and performance.
Leveraging the NVIDIA platform, built from proven software and hardware, means you
can expect the same high quality experience you, and your key design application,
expect from certifying with and using NVIDIA Quadro. The vGPU profiles ending in
“QQ” undergo the same rigorous application certification process as those Quadro-class
processors for professional graphics stand-alone workstations. We refer to them as
virtual workstation (vVWS) profiles. As a result, you can expect 100% compatibility and
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performance with your applications, and ISVs requiring Quadro can certify against the
GRID vGPU profiles as well.

8.4 KNOWLEDGE WORKER PROFILES

No user wants a flat, boring experience from their apps and desktop. Application
developers know this and continue to increase the rich visual experience when
interacting with their applications. While obvious with 3D applications for design or
drawing, even the apps used by the clear majority of end users now leverage graphics to
one degree or another. These include the underlying operating system’s desktop such as
Windows 10. Users expect rich web content such as Adobe Flash or HTML 5, better
video playback, or the full interactive experience of Microsoft Office (PowerPoint, Excel,
Word) with embedded graphics, charts, animation in presentations, etc.

The Knowledge Worker application workload is filled with subtle graphics we take for
granted and miss when not present. Adobe PDF adds shading effects to the text in a
document, giving it a rich, high quality appearance. When you scroll in a document,
you expect the text to smoothly move up or down so you can easily scan the content.
The same goes for web pages. Take these effects away from an end user and their
adoption of your solution is impacted.

The letter “B” in the profile indicates a Knowledge Worker; someone who uses a virtual
desktop but isn’t utilizing high end professional visualization applications. The B
profiles (vPC) provide more display heads at lower resolution than their Q profile
counterparts. This is designed to provide more screen space for a Knowledge Worker,
who doesn’t need the high resolution that a Designer does.

8.5 APPLICATION DELIVERY VS FULL DESKTOP

There are times when an entire desktop isn’t needed, but only one or more applications.
The letter “A” indicates a profile designed to support an application versus an entire
virtual workstation (vApp). XenApp and other RDSH application delivery software use
this profile. These profiles provide only one display, since the application is being
rendered instead of the entire desktop. They leverage the power of the NVIDIA Quadro

SP-00000-001_v01.0/.] 178



Selecting GRID vGPU profiles

driver, for a single application. Also, they provide lower resolutions, increasing the
responsiveness of the application.

The

8.6 THE FULL LIST OF GRID VGPU PROFILES

The profiles represent a lineup of GRID vGPUs, varying in size of frame buffer and
number of heads. The division of frame buffer is what defines the number of users
possible per physical GPU with that specific profile, while the number of heads defines
the number of displays supported. Max resolution is consistent across all the profiles.

Table 8-1  NVIDIA GRID Graphics Memory Options
Maximum
Frame | Virtual VGPUs

vGPU Buffer | Display | Max Per Per

Card Profile | (MB) Heads | Resolution | GPU | Board
Tesla | M60-8Q | 8192 4 4096x2160 | 1 2
M60 | 'Meo-4qQ | 4096 | 4 4096x2160 | 2 4
(PCl-e) M60-2Q | 2048 4 4096x2160 | 4 8
M60-1Q | 1024 2 4096x2160 | 8 16
M60-0Q | 512 2 2560x1600 | 16 32
M60-1B | 1024 4 2560x1600 | 8 8
M60-0B | 512 2 2560x1600 | 16 16
M60-8A | 8192 1 1280x1024 | 1 2
M60-4A | 4096 1 1280x1024 | 2 4
M60-2A | 2048 1 1280x1024 | 4 8
M60-1A | 1024 1 1280x1024 | 8 16
Tesla | M6-8Q | 8192 4 4096x2160 | 1 1
M6 M6-4Q | 4096 | 4 4096x2160 | 2 2
(MXM) M6-2Q | 2048 4 4096x2160 | 4 4
M6-1Q | 1024 2 4096x2160 | 8 8

M6-0Q | 512 2 2560x1600 | 16 16
M6-1B | 1024 4 2560x1600 | 8 8

M6-0B | 512 2 2560x1600 | 16 16
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M6-8A | 8192 |1 1280x1024 | 1 1
M6-4A | 4096 | 1 1280x1024 | 2 2
M6-2A | 2048 | 1 1280x1024 | 4 4
M6-1A | 1024 | 1 1280x1024 | 8 8

Tesla | M10-8Q | 8192 | 4 4096x2160 | 1 4

M0 " Mm10-4Q | 4096 | 4 4096x2160 | 2 8

(PCl-e) 102 (2048 4 4096x2160 | 4 16
M10-1Q | 1024 | 2 4096x2160 | 8 32
M10-0Q | 512 2 2560x1600 | 16 | 64
M10-1B | 1024 | 4 2560x1600 | 8 32
M10-0B | 512 2 2560x1600 | 16 | 64
M10-8A | 8192 | 1 1280x1024 | 1 4
M10-4A | 4096 | 1 1280x1024 | 2 8
M10-2A | 2048 | 1 1280x1024 | 4 16
M10-1A | 1024 | 1 1280x1024 | 8 32

8.7 MATCHING PROFILES TO USER NEEDS

To obtain the best user experience, you need to define your user needs and match them
to available NVIDIA GRID vGPU profiles.

If we take three example Revit 2016 user use cases and their computing needs, we can
now match the video RAM and display needs to desired GRID vGPU profiles. Your
settings may vary, adjust to best meet your user needs.

Table 8-2

User types and appropriate profiles

Configuration RAM vCPU

Entry Level
Engineer

Mid-Level
Engineer

4GB

8 GB

4 (2.5 GHz)

4-8 (2.5 GHz)

Frame
buffer

1GB

2 GB

Displays/resolution Profile

2/1920x1080 M10-1Q or
M60-1Q

4/4096x2160 M10-2Q or
M60-2Q
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Configuration RAM vCPU Frame Displays/resolution  Profile
buffer

Advanced 16 GB |8 (2.5 GHz) 4 GB 4/4096x2160 M10-4Q or

Engineer M60-4Q

8.8 THE 8Q AND 8A PROFILES VS VDGA/PASS-
THROUGH

With the addition of these profiles, each assigned the full 8GB of Frame Buffer memory
available in a GPU, you no longer must pull valuable GPUs out and manage them
separately, as you would with vDGA/pass-through. Each of these profiles gives the full
power of a GPU, without the drawbacks associated with forcing a VM to remain
tethered to a specific GPU. When that VM isn’t powered on, other VMs can use the GPU
for their work, and when the VM is powered on, it can be assigned to another GPU not
in use.

Now you can manage all your user groups, from high density Knowledge Workers
needing the rich and responsive experience of 1GB of frame buffer and access to a
shared Quadro K2200 equivalent GPU (M10-1B), to the most demanding of workstation
end users needing 8GB of frame buffer and access to a full M5000 equivalent GPU (M60-
8Q). When needs change, just shut down your virtual desktop and assign a new profile,
which is far simpler than having to shut down a physical machine, change the PCI card
(which inevitably requires a change in driver software), and reboot.

The 8Q and 8A profiles also support NVIDIA CUDA® (https://developer.nvidia.com/cuda-zone)
and OpenCL (https://www.khronos.org/opencl/), required for such programs as XGen, part of
the Autodesk Maya product, and the newest frontier in computing: Deep Learning.
These technologies play a vital role in the future of Artificial Intelligence, and NVIDIA
GRID supports them today in the 8Q and 8A profiles.
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CHAPTER 9.
APPLICATION BASED HOST SIZING

EXAMPLE - ESRI

9.1 APPLICATION BASED SIZING

This section contains an example of the testing, the methodology, and the results that we
use to determine server sizing for a given application i.e. what resources do we need to
run multiple copies of an application on one server.

First, we look at the specifications of a physical workstation build based on the
recommendations of the ISV.

9.2 TYPICAL PHYSICAL WORKSTATION

The ISV’s website traditionally details a recommended hardware specification, and
while a physical workstation is a dedicated solution very different from the shared,
flexible solution of VD], it provides a good starting point to architect your virtual
desktops.
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9.2.1 Recommended System Requirements

From Esri’s ArcGIS product page:

CPU speed Minimum: Hyperthreaded dual core
Recommended: Quad core

Optimal: 2x hyperthreaded hexa core
Platform x64 with SSE2 extensions

Memory/RAM Minimum: 4 GB
Recommended: 8 GB
Optimal: 16+ GB

Display 24-bit color depth
properties

Screen resolution  1024x768 recommended or higher at normal size (96 dpi)

Visualization The temporary visualization cache for ArcGIS Pro can consume up to 32 GB of
cache space, if available, in your user profile location.
Disk space Minimum: 4 GB

Recommended: 6 GB or higher

Video/Graphics Minimum: DirectX 11 feature level 10.1, Shader Model 4.1, OpenGL 3.3, and the
adapter EXT texture filter anisotropic and EXT texture compression s3tc extensions.

Recommended: DirectX 11 feature level 11.0; Shader Model 5.0; OpenGL 4.5; 2
GB RAM; and the EXT texture_filter_anisotropic,

EXT texture compression_s3tc, EXT swap control, and

ARB_shader draw_parameters extensions.

Note:
DirectX 9 and OpenGL2 are not supported in ArcGIS Pro 1.4.

Be sure to use the latest available driver.

For testing, we key on recommended specifications when feasible. The goal is to test
both performance and scalability, to maintain the flexibility and manageability
advantages of virtualization without sacrificing the performance end users expect from
NVIDIA powered graphics.

SP-00000-001_v01.0/.] 183


http://pro.arcgis.com/en/pro-app/get-started/arcgis-pro-system-requirements.htm

Application Based Host Sizing Example - Esri

9.3 UX - THE VDI USER EXPERIENCE

To define user experience (UX) requires defining elements of application and user
interaction. These can be obvious, like the rendering time for an image to appear, or to
smoothly pan across that image, or they may be subtler, like the ability to smoothly
scroll down a page, or the “snappy” reaction for a menu to appear after a right click.
While elements such as these can be measured, the user’s perception of them is
subjective, the measured values harder to interpret.

Users don’t interact with the applications the way that benchmarking software does.
They add variables like “think time”, the time they spend looking at their display before
interacting again with the application. This time offers an advantage to the underlying
resources, such as CPU, as it allows tasks to finish, processes to complete, and is even
more beneficial in a shared resource environment such as VDI where one user
“thinking” frees up resources for another user who chose that moment to interact with
their application. Now factor in other “time” away from the application (meetings,
lunch, etc.) and one could expect to get more such benefit to shared resources. The
benefit equates to more resources for the user’s session, typically a more responsive
application, and thus a better-perceived experience by the end user.

9.3.1 Esri Benchmark Metrics

Esri provides an API that when loaded allows the gathering of user experience (UX)
metrics during benchmarking. Esri, as the ISV, knows their product best and defines
great user experience as the combination of the following metrics:

» Draw Time Sum: Consists of the sum of time taken for all of the benchmarks to fully
draw, this was defined by Esri to be acceptable up to 45 seconds, less time would be
a better UX, but more would be a worsening UX.

» Frames Per Second (FPS): Esri stated that 30FPS is what most users perceive as a
good UX, 60 is optimal but most users do not see a significant difference.

» FPS Minimum: Esri stated that a drop below 5-10FPS would appear to an end user
that the drawing had stopped or “frozen”.

» Standard Deviation: This would represent the number of tests that were outside the

average of the others, typically representing a faulty test. Values should be <2 for 2D
and <4 for 3D workloads.

After initial testing it was clear that Draw Time Sum would be inside its acceptability
threshold if the other three metrics were also inside their respective thresholds. This
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gave us a single value to track. Once that single value was validated, we could then
validate that the rest of the results were within acceptable ranges as well.

9.3.2 Real Life Experience vs Benchmarking

Our goal is to find the most accurate possible proxy for testing, but this is still not the
same as real users doing real work on real data. The NVIDIA GRID Performance
Engineering Labs is committed to working with customers to find more and better
models, and field confirmation of findings.

9.3.3 The Importance of Eyes On

It's important to view the tests to be sure the experience is in fact something a user
would enjoy. We discovered that the initial tests did not contain panning, or
“Navigation”, something that users do on a common basis. In adding this functionality
to the “Heavy 3D + Increased Think Time” tests resulted in a drop from the maximum
16 users down to 12.

9.4 TESTING METHODOLOGY

To ensure you will be able to reproduce our results, we have deliberately chosen a peak
workload and run simultaneous tests. Meaning all tested virtual desktops are doing the
same activities at the same time, a “Peak Workload” that should be unrealistic of real
user interaction but shows the number of users per host when extreme demand is put on
the shared resources. This gives us one end of the spectrum.

In the case of ArcGIS, we focused on rendering pipeline (DirectX 11 based) to determine
the impact of GPU on performance on scalability. OpenGL testing will be covered in
future guides.

These tests did not focus on analytics, as this is more impactful on networking
(assuming remote data) and CPU. We intend to test analytics operations in the future.
Given ArcGIS Pro is synchronous you can render while running analytics in the
background. The impact of this will need to be tested. The following information details
the test methodology used with the Esri testing API:
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Sample workload: Esri provided their “Philly 3D” workload for us to test with. This
test is described by Esri as representative of a “heavy 3D” map.

Scripting: Esri provided scripting designed to run the application through several
benchmarks. In later passes we added panning (“Navigation”) to the script to better
imitate end user behavior when viewing a map.

Think Time: The Esri script allowed for “think time” adjustment, we started with
the default of 2 seconds, then adjusted to 5 seconds, then tried 10, this to imitate time
a user might think before selecting another bookmark in the test.

Scalability: Scripting also allowed for test runs of as many virtual desktops as
required. We ran 1, then 8, then 16, to get a baseline of results and accompanying
logs (CPU, GPU, RAM, networking, storage IOPS, etc.).

5 RESULTS OVERVIEW

vCPU:

Esri stated that ArcGIS is CPU bound, meaning it relies heavily on the CPU to
perform and that this shared resource will be most likely to bottleneck first. Based
on the preceding physical spec we chose 4 vCPUs/virtual workstation to start, then
tested with 6 and 8 vCPUs respectively.

Result: Our testing found 4 vCPUs performed the best based on the benchmarks Esri
provided.

vRAM:

Esri stated they are not RAM intensive, based on recommended specifications we
started with 6GB/virtual desktop. During testing we also tested with 4GB of RAM,
but this caused CPU spikes, we determined this was caused by the application
requiring 5+GB of RAM to load the “Philly 3D” dataset. Tests with 8GB of RAM per
virtual desktop did not produce improved performance. You should base the
amount of RAM on the needs of your actual workloads.

Result: For this workload >6GB of RAM is required.

GPU

Esri states that a GPU is required for 3D workloads. A test with the full GPU and
4GB of frame buffer, offered high performance but lacked scalability. We then tested
with 2GB of frame buffer, up to its maximum of 8 users it was still within the metrics
provided by Esri. This meant there was room for more users if we lowered frame
buffer to 1GB. We also tried 512MB of frame buffer, but this was too little VRAM
and caused CPU swapping impacting performance and scalability, and proved GPU
is necessary.
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Result: For ArcGIS Pro performance AND scalability, 1GB profile was best.
» Storage

We used iSCSI attached SAN over 10G non-trunked networking. Our tests never
exceed ~25,000 IOPS.

Result: Clearly local spindle bound storage would have been a bottleneck and impacted
performance, the fast cache SAN handled the IOPS load.

» Networking

We used 10G and 1GB distribution networking At no time was networking a
bottleneck and results were unremarkable.

9.6 CONCLUSION

After thorough testing, we have concluded that a profile providing 1GB of frame buffer
was sufficient to provide a robust, immersive and productive experience and remains
within the thresholds set by Esri. Therefor, GRID vGPU profiles M10-1Q, M60-1Q, or
Me6-1Q, should be sufficient to allocate to Esri ArcGIS virtual workstations.
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CHAPTER 10. CREATING YOUR FIRST GRID
VIRTUAL WORKSTATION

This chapter describes how to:

Create and configure a virtual machine in vSphere
Install Windows 10 and VMware Tools in the VM
Adding the Gold Master image to the domain
Install Citrix Virtual Desktop Agent on the VM
Enable the vGPU in the VM

Installing the NVIDIA Driver

Licensing the vGPU in the VM

Removing the vGPU in preparation for creating XenDesktop machine catalogs

Yy v vV v v v v VY

10.1 CREATING A VIRTUAL MACHINE

These instructions detail making a VM from scratch that will support NVIDIA GRID.
Later, the VM will be used as a “golden” master image for subsequent VMs. Use the
following procedure to create the VM.
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2.

Creating your first GRID Virtual workstation

wrians = Tase - e Tass

Browse to the host or cluster using the vSphere Web Client.

vmware* vSphere Web Client fi=

e

Navigator 8 Ehpesxi-lpe.hb ' Actions
4 Home R 0) Getting Started  Summary  Monitor  Manage | Related Objects L
v Te & o ‘ =
v 5} depvc.pe.lab [mm VM Templates in Folders | Networks | Distributed S\
v [lq Datacenter 3
: %
» B mgmt BE e
+ [ Production fame State Status

IR hp-esxi-2 pelab
G [\ Actions - hp-esxi-2 pe.lab

New Virtual Machine ﬁl New Virtual Machine... (5
New vApp » %) New VM from Library... J
New Resource Pool

¥ Deploy OVF Template...

Connection >
Maintenance Mode »
Power »
Certificates »
Storage »

¥ Add Networking...

Add Diagnostic

Host Profiles »
Edit Default VM Compatibility

Export System Logs...

Right-click the desired host or cluster and select New Virtual Machine.
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3.

Creating your first GRID Virtual workstation

31 New Virtual Machine (scheduled)

Select a creation type
How would you like to create a virtual machine?

Create a new virtual machine

1 Select creation type

Bd 1a Select a creation type
2 Edit settings

2a Selectaname and folder

ze hardware

3 Scheduling options

4 Ready to complete

This option guides you through creating a new virtual
machine. You will be able to customize processors, memory,
network connections, and storage. You will need to install a
guest operating system after creation.

Next Cancel

Select Create a new virtual machine and click Next.

| ¥ New Virtual Machine (scheduled)

1 Select creation type Select a name and folder
‘ Specify a unique name and target location
+  1a Selecta creation type

2 Edit settings Enter a name for the virtual machine.

‘ 2a Select aname and folder Workstation

Select a location for the virtual machine.

Q

v (& depvc.pe.lab

w [la Datacenter
3 Scheduling options » [IDiscovered virtual machine
| » EJManagement Vis

4 Ready fo complete > B Production VMs

dware

Virtual machine names can contain up to 80 characters and they must be unique within each vCenter Server VM folder.

Select a datacenter or VM folder to create the new virtual
machine in.

Back Next

Cancel

4. Enter a name for the virtual machine. Choose the location to host the virtual machine
using the Select a location for the virtual machine section. Click Next to continue.
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3 New Virtual Machine 2) 0
1 Select creation type Select a compute resource
Select the destination compute resource for this operation
+  1a Selecta creation type
2 Edit settings
rch
+  2a Selectaname and folder
v [lg Datacenter
B 2b Select a compute resource
» B Mgmt
2c Select storage Production
~ 0 Select a cluster, host, vApp or resource pool to run this
t compatibility Ji hp-esxi-2.pe.lab virtual machine
lect a guest OS
hardware
3 Ready to complete
Compatibility
@ compatibility checks succeeded
Back Next Cancel

5. Select a compute resource to run the VM. Click Next to continue.

This compute resource should include an NVIDIA Tesla GPU installed and configured
correctly.

51 New Virtual Machine 20|
1 Seect reatoR tipe Select storage
Selectthe datastore in which to store the configuration and disk files
v 1a Selecta creation type
ZEilselibgs VM Storage Policy: | Datastore Default [~ @
A 2a Sslectanameandioldersl| o wiiowing are ible from the resource that you selected. Select the destination datastore for the
2b Selecta compute resource  virtual machine configuration files and all of the virtual disks.
P4 2c Select storage Name Capacity Provisioned Free Type Storage DRS
24 Select compatibility SR 1023758 2025468 955.76 GB VNFS 5
i £ datastore1 (7) 4395068 17.0168 4306768 VHFS 5
e E, 3 FreeNas 190.84 GB 942268 177.45GB NFSV3
3 Ready to complete
gl v
Compatibilty
@ Compatibility checks succeeded.
Back Next Cancel

6. Select the datastore to host the virtual machine. Click Next to continue.
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51 New Virtual Machine 2) W
1 Select creation type Select compatibility
Select compatibility for this virtual machine depending on the hosts in your environment
v 1a Selecta creation type
2 il satians The host or cluster supports more than one Viware virtual machine version. Select a compatibility for the virtual machine.
v 2a Selectaname and folder
v/ 2b Selecta compute resource  Compatible with: | ESXi 6.0 and later RSk
v Rt This virtual machine uses hardware version 11 and provides the best performance and latest features
B 2d Select compatibility available in ESXi 6
2e Selecta guest 0S
2f Customize hardware
3 Ready to complete
Back Next Cancel
. . .
7. Select ESXi 6.0 and later. Click Next to continue.
31 New Virtual Machine 2

1 Steet crestion e Select a guest 0§
Choose the guest OS that will be installed on the virtual machine
v 1a Selecta creation type

2 Edit settings Identifying the guest operating system here allows the wizard to provide the appropriate defaults for the operating system

2a Selecta name and folder installation.

Windows |~

v
~  2b Selecta compute resource
v Guest OS Family.

2c Select storage

Guest OS Version: | Microsoft Windows 10 (64-bit) [~

v 2d Select compatibility

Bl 2e SelectaguestOS

2f Customize hardware

3 Ready to complete

Compatibility: ESXi 6.0 and later (VM version 11)

Back Next Cancel

pull-down menus. Click Next to continue.

8. Select the appropriate Windows OS from the Guest OS Family and Guest OS Version
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31 New Virtual Machine

Creating your first GRID Virtual workstation

1 Select creation type Customize hardware

Configure the virtual machine hardware

1a Select a creation type

2 Edit settings

| Virtual Hardware | VM Options

SDRSRules |

2a Selecta name and folder
» | *cpu
2b Selecta compute resource

2c Select storage » 8 Memory

2d Select compatibility » &3 New Hard disk

S

2e Selecta guest0S

2f Customize hardware

3 Ready to complete

» B8, New SCSI controller
» [ New Network

» (@) New CD/DVD Drive
» [ New Floppy drive

» [@ video card

» & VMCI device

(®) New SATA Controller

Other Devices

New device: |

2 ~ |

4096

32

LSl Logic SAS

VM Network [ Connect...

| client Device =

Client Device

Specify custom settings

——Select —

Compatibility: ESXi 6.0 and later (VM version 11)

Back Next Cancel

Select 2 vCPU and 4096 MB memory. Click Next to continue.

[ 31 New Virtual Machine
1 Select creation type Provisioning type: Create a new virtual machine =
+  1a Selectacreation type Virtual machine name:  Workstation
2 Edit settings Folder: Production VMs
v 2a Selecta name and folder Host: hp-esxi-2.pe.lab
+  2b Selectacomputeresource  patastore: JKXIO
Vv 2c Selectstorage Guest OS name: Microsoft Windows 10 (64-bit)
v 2d Select compatibility CPUs: 2
v 2e Selecta guest0S Memory: 4GB
+  2f Customize hardware NICs 1
v NIC 1 network VM Network
NIC 1 type: E1000E
SCS controller 1: LSl Logic SAS
Create hard disk 1 New virtual disk
Capacity. 32.00GB
Datastore: JKXIO
Virtual device node: SCSI(0:0)
Mode: Dependent -

Compatibility: ESXi 6.0 and later (VM version 11)

Back Finish Cancel

10. Review the New Virtual Machine configuration prior to completion. Click Finish when

ready.

The new virtual machine

has now been created.
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10.2 INSTALLING WINDOWS 10

Use the following procedure to install Windows on the virtual machine.

(@ vSphere Web Client

There are vCenter

K| (5 Workstation | Actions =

« Home

Geting Started  Summary  Monitor | Manage | Related Obects

o @
A Balings)| Aarm Dstitons | Tags | Parmissions | Pobcies | Scheduled Tasks

[ Datacenter
VM Hardware

—

e
wApp Options
ol

» wemory [[] 409648, 043 memory acsve
) Haddski 20008
+ Neteorksdagter 1 VM Network. (@sconectsd)
&) CODVO drive 1 Power on VM 10 connect
[ Flospyane 1 Poweron ilta connect
+ Vigso cars 00uB
+ Oter AgdsonalHardware

Compasbilly  ESXI8.0 and later (VM version 11)
B new Vinual Mactine (

© win2012-R2 Tempiat
© Win2012.R2 Templat
© Win2012-R2 Tempiat
@ New Datastore

Taget sa e e Gumsed Fo Stae Tima Campintion Time
[ Production VMs ¥ Completed VSPHERE LOCALN 10262016 440,00 .. | 102812016 440:01
v Completed VSPHERE LOCALY 10282016 43742 102812016 43742
v Completea VSPHERELOCALY 10282016 43723 .. 102812016 437.23
¥ Completed VSPHERE LOCALY 10282016 43714 .. | 102812016 43714
¥ Completed VSPHERE LOCALN 10282016 43701 .. 102872016 4:37.01
¥ Completed VSPHERE LOCALN 10282016 43658 .. 1012812016 436,58

1. Select the virtual machine, click on the Manage tab and select Settings. Click on the
Edit button.

(51 Workstation - Edit Settings (2

( virtual Hardware | v Options | SDRS Rules | vapp Options |

» [ crPu |2 |+ ®
» Ml Memory |4095 |v||MEI |v|
» (2 Hard disk 1 32 e |-

» SCSl controller 0 LSI Logic SAS

> Network adapter 1 | VM Network | - | [+ connect...
» (@) CD/DVD drive 1 | Client Device | ] CI connect
» [ Floppy drive 1 Client Device Connect

Datastore 1SO File
» [@] video card & L

» (@) SATA controller 0
» ;2 VMCI device

» Other Devices

2. Locate the CD/DVD drive 1 entry under the Virtual Hardware tab. Select the arrow drop
down to reveal data sources for the CD/DVD media. (In this example a datastore ISO
file will be used.) Check the Connect checkbox for CD/DVD drive 1.
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(31 Workstation - Edit Settings 2 M
I Virtual Hardware I VM Options ‘ SDRS Rules | vApp Options ]

» | cPU [2 |~| @
» @B Memory l 4096 |'i | mB
» (2 Hard disk 1 32 E(ee [+
» SCSl controller 0 LSl Logic SAS
» [ Network adapter 1 \ VM Network j v| ¥ connect...
~ (@) *CDIDVDdrive1 @ | Datastore ISO File

Status [¥] Connect At Power On

CDIDVD Media [FreeNAS] ISOs/en_windo| | Browse...

Device Mode

Virtual Device Node '/ | IDE(0:0)

(=) [ SATA(0:0) CD/DVD drive 1 [ =]
» [ Floppy drive 1 | Client Device [+]
» [ video card | Specify custom settings j v |
» (@) SATA controller 0
» 5 VMCI device
» Other Devices
New device: | —— Select—— |~

Compatibility: ESXi 6.0 and later (VM version 11} Cancel

3. Toggle the carrot next to the CD/DVD drive 1 icon to reveal the details of the virtual

device. For Status check the Connect At Power On checkbox. This will connect the ISO
tile to the VM’s virtual CD/DVD drive during boot up.

Select File

Datastores
» 3 datastore1 (7)
v 3 FreeNAS

» [J.iorm.sf

» [JConnectionServer
» Exvib
» BHJKXIO

» [Jvmimages

» [JcbOccdbe-16ec-4349-8be

Contents Information

| % en_windows_10_enterpri... Name:
Size: 333GB

Modified:

» []Win2012-R2 Template

File Type: | 1SO Image (*.iso)

OK Cancel

en_windows_10...

10/28/2016 4:50 ...
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4. Click on the Browse button for the CD/DVD Media. Navigate to and select the OS

Creating your first GRID Virtual workstation

ISO file to be used. Click OK to select the ISO.

vmware® vSphere Web Client  fi= Updated at523PM {) | Adminisirator@VSPHERE LOCAL ~

)

Navigator | 3 Actions - Workstation ons v =- | ) Alarms Ex|*
4 Home Power ’ﬁ Power On | Related Objects [ a0) | New(©)  Acknowledge
T ——  Guestos »
o Snapshots » a cPUUSAGE i
viEddepvereli g open Console Mcros oft Windows 10 (64-bit) 0.00 Hz

~ [l Datacel

£5706.0 and ater (Vi version VENORY USAGE
) EDisg B Migrate an 0.00B
tinstaled - sToRaGE Usase
= 320008 | # Work In Progress X

Isole Host: 101904

Template ) T
Fault Tolerance » P Addresses:
.

VM Policies
lonsole @ £
Compatibility [

o] [+ Advanced Configuration

Export System Logs

2 CPUs), 0 MHz used

By Edit Resource Seftings
G EditSetings

- Notes
[] 4026 me,0 M8 memory actve

320068

Move To.
Rename.
Edit Notes.

00:50:56:a0:ea:13

Tags & Custom Attributes » Notsupported @
» vApp Details
Add Permission VM Network  (disconnected)
Alarms »
. Poweron VM to ~ i
Remove from Inventory b d
Delete from Disk A b § x|

All vRealize Orchestrator plugin Actions » &

5. Right-click the virtual machine, and then select Power>Power On to start the virtual

6.

machine and boot from the .ISO to install the operating system.

If you are creating a new virtual machine and using the vSphere Web Client's VM console
functionality, then the mouse may not be usable within the virtual machine until after both
the operating system and VMware tools have been installed.

fz Updated at621PM {) | Adminisralor@VSPHERELOCAL - | Help ~ |

Navigator X | (9 Workstation | Actions ¥ =7 | {J Alarms X x

vmware® vSphere Web Client

4 Home (o) Getling Started \ Ssummary \ Monitor Manage Related Objects ‘ Al (0) ‘ New (0) Acknowledge.
g 8 a
~ (G depvcpelab
+ [y Datacenter
+ E)Discovered virtual machine
(5 JK_FreeNAS_IPOG
&y licserve

& VMWXDTO01

&, Workstation by|  Leunch Remote Console 101904

Download Remote Console @ &7
A\ VMware Tools is notinstalled on this virtual machine. Install WMvare Tools

Werkstaton cruusace
Cuoetos, erostt windows o (cse) Il 0.00 HE
Compatbaty:  E54i5.0 and ater (VM version VEwoRY Usace

i 0005 |
3 STORAGE USAGE Il
DNS Name: g 36.18 GB _# Work In Progress X
P Addresses EEEEEEEEEE——

Vi are Tools: Nt running, not instalied

~ VM Hardware o] [+ Advanced Configur

» CPU 2CPU(s), 0 MHz used e —
‘v Notes

» Memory D 4096 MB, 0 MB memory active

» Hard disk 1 32.00 GB

~ Network adapter 1

MAC Address 00:50:56:30:2a113

DirectPath /O

Notsupported @ v

Network VM Network (connected)

Recent Tasks

Click on Launch Remote Console.
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Workstation - VMware Remote Console ];‘i-

VMRC v > o

To return to your computer, press Ctrl+ Alt

4 Windows Setup

==_Windows‘

Language to instal: [Eglich (United States) -
RILEELE RIS EIUENY English (United States) -

Keyboard or input method: Il

Enter your language and other preferences and click "Next" to continue

Al rights reserved.

At the Windows Setup screen, enter Alt+n

Workstation - VMware Remote Console [= =[]

14 Windows Setup

== Windows

Install now

Repair your computer

Enter Atl+i to install now.
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VMRC ~

Workstation - VMware Remote Console

@ o Windows Setup
Which type of installation do you want?

Upgrade: Install Windows and keep files, settings, and applications

9. Use the arrow keys to select Custom: Install Windows only (advanced). Press Enter.

VMRC ~

Workstation - VMware Remote Console

@ o) Windows Setup

Where do you want to install Windows?

Name Totalsize| Free space| Type

‘ i Drive0 Unallocated Space 32068 320GB

#9 Refresh

Load driver

10. Select Drive 0 and press Alt+n to continue.
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@ Workstation - VMware Remote Console [= [o]mT|

1 Windows Setup

Installing Windows

Status

J/ Copying Windows files
Getting files ready for installation (28%)
Installing features
Installing updates
Finishing up

11. During installation, Windows reboots the VM several times.

7 Workstation - VMware Remote Console [= =]

Get going fast

Change these at any time (scroll to see more). Select Use Express settings to:
Personalize your speech, typing, and inking input by sending your input data to Microsoft. Let
Microsoft use that info to improve the suggestion and recognition platforms.

Let Windows and apps request your location, including location history, turn on Find My Device, and
use your advertising ID to personalize your experiences. Send Microsoft location data to improve
location services.

Help protect you from malicious web content and use page prediction to improve reading, speed up
browsing, and make your overall experience better in Windows browsers. Your browsing data will be
sent to Microsoft.

Automatically connect to suggested open hotspots. Not all networks are secure.

Get updates from and send updates to PCs on the Internet. Send full diagnostic and usage data to
Microsoft.

Connect with friends. Let Skype use your contacts and verify your phone number. SMS charges may

annhr

Learn more

(’1,4 Customize Use Express settings -

12. At the Get Going Fast window, press Alt+e to use express settings.
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a

Workstation - VMware Remote Console

wre~ | Il ~ &2 H

Choose how you'll connect

You can connect Windows to your organization in one of two ways:

Join Azure Active Directory
Choose this option if your organization uses Office 365 o other business services from Microsoft.

Join a local Active Directory domain
You'll set up a local account now and then join the domain in Settings.

13. At the Choose how you’ll connect window, use the TAB and DOWN ARROW keys to
maneuver to Join a local Active Directory domain. Press ENTER. Tab to the Next button

and press Enter.

A

Workstation - VMware Remote Console

wre- | Il - & O

Create an account for this PC

If you want to use a password, choose something that will be easy for you to remember but hard for
others to guess.

Who's going to use this PC?

Make it secure.

14. At the Create an account for this PC window, use the TAB key to enter a user name,
password, re-enter password, and password hint. Tab over to Next and press Enter.
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o Workstation - VMware Remote Console [= =]
wWRC~ | Il v+ @ IO «

Meet Cortana

Cortana is your sidekick, ready to help with anything that keeps you super, heroic, or just on time.

To let Cortana provide personalized experiences and relevant suggestions, Microsoft collects and uses
information including your location and location history, contacts, voice input, speech and handwriting
patterns, typing history, searching history, calendar details, content and communication history from
messages and apps, and other information on your device. In Microsoft Edge, Cortana uses your
browsing history. You can always tinker with what Cortana remembers in the Notebook and disable

Cortana in Microsoft Edge.

In short, I'm your personal assistant and sidekick.
Ready when you are.

Learn more

(i,* Not now

15. At the Meet Cortana window, press Enter to use Cortana.

ver
Removable Dences v (V] Comvo deive
4 Send CuleAR-Del " Floppy drve 1
Manage » [V] Network adapter |
T FullScreen Ctle Ane Enter
Preferences
Help

Bt

16. Disconnect the .ISO from the VM when Windows is done installing.

Windows 10 is now installed in the virtual machine.

10.3 INSTALLING VMWARE TOOLS ON THE VIRTUAL
MACHINE

After Windows completes the initial installation and configuration process, the next step
is to install VMware Tools on the virtual machine.
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A\ ViMware Tools is notinstalled on this virtual machine.

~ VM Hardware 7~ VM Storage Policies
» CPU 2 CPU(s), 0 MHz used VM Storage Policies

17. Select the Summary tab from the virtual machine console. Click the Install VMware Tools
link in the yellow bar.

T DVD Drive (D:) VMware Tools

ct to choose what happens with this

DVD Drive (D:) VMware Tools !

Choose what to do with this disc.

Install or run program from your media

ﬁ Run setup.exe
Published by VMware, Inc.

Other choices

Import photos and videos
Dropbox

Open folder to view files
File Explorer

Take no action

B EE

18. Back in the virtual machine console, Windows 10 detects the CD image and notifies
the user. Click on the notification window. In the popup window, click Run
setup.exe.
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~ Devices and drives (2)

Local Disk ()

Wy 354 GB free of 59.5 GB

r DVD Drive (D:) VMware Tools
AY401] 0bytes free of 104 MB

CDFS

~ MNetwork locations (1)

19. If the window does not display (or you miss it) then open Explorer, locate the
CDROM, and double-click it.

-
@ VVMware installation launcher

Verified publisher: VMware, Inc.
File origin: CD/DVD drive

Show more details

20. The User Account Control popup may display. If so, click Yes.
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ﬂ VMware Tools Setup

Welcome to the installation wizard for
VMware Tools

The installation wizard will allow you to modify, repair, or
remove VMware Tools. To continue, click Next.

21. The installer begins, click Next.

ﬁ WMware Tools Setup -

Please select a setup type.

(® Typical

i Installs the program features used by this YMware product only. Select
this option if you intend to run this virtual machine only with this
VYMware product.

O Complete

Installs all program features. Select this option if you intend to run this
virtual machine on multiple VMware products.

) Custom

Lets you choose which program features to install and where to install
them. Only advanced users should select this option,

< Back Cancel

22. When prompted, select Typical installation, click Next, and accept all defaults.
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ﬁ VMware Tools Setup - x

Clidk Install to begin the installation. Click Back to review or change any of your
installation settings. Click Cancel to exit the wizard.

<ok Gance

23. When prompted, select Install to begin installation.

ﬁ VMware Tools Setup

Completed the VMware Tools Setup Wizard

Clidk the Finish button to exit the Setup Wizard.

< Back Cancel

24. Click Finish in the VMware Tools installer and reboot the virtual machine when
prompted.

n CAUTION: This reboot is critical to ensure the tools and drivers are loaded.

VMware Tools are now installed in the virtual machine
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10.4 ADDING THE GOLDEN MASTER TO THE
DOMAIN

By joining the VM to the Windows Active Directory domain you are then able to
manage it as you would any physical desktop in the domain.

Customize Windows on the virtual machine as follows:

» Join the domain
» Add appropriate Domain groups to Local Administrators

Use the following procedure to add the VM to the domain.

B[4 [ ThisPC = ] X
Computer View o

<« v 4 B> ThisPC » v & | SearchThis PC y]

v & Quickacg  Collapse
Desktop 9 Manage

2= Documents
3 Downlo Pin to Start j
| Docume Map network drive...
&] Pictures! Open in new window ) Music
Pin to Quick access
add mas

_ Disconnect network drive... .
finalize i m Videos

install nY Add a network location

optimizi Delete

Rename Local Disk (C:)
¢ OneDrive

- [ ]
Properties y 21.5 GB free of 31.5 GB
v [ This PC —
I Desktop CD Drive (D)
|2] Documents
& Downloads
D Music
&=/ Pictures
B videos
s Local Disk (C:)

N Drive M Y

9 items =z &

1. In the VM, click Start, then right click on Computer to bring up its menu, then click
Properties.
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3 system

Control Panel Home

& Device Manager

& Remote settings

& System protection

& Advanced system settings

See also

Security and Maintenance

4 Ed 5 Control Panel > System and Security > System v O Search Control Panel

- m]

o

View basic information about your computer

Windows edition

Windows 10 Enterprise 2016 LTSB

e [ \Windows 10

System
Processor: Intel(R) Xeon(R) CPU E5-1650 v3 @ 3.50GHz 3.50 GHz (2 processors)
Installed memory (RAM):  4.00 GB
System type: 64-bit Operating System, x64-based processor
Pen and Touch: No Pen or Touch Input is available for this Display

Computer name, domain, and workgroup settings
Computer name: workstation & Change settings
Full computer name: workstation
Computer description:
Workgroup: WORKGROUP

Windows activation

Windows is activated Read the Microsoft Software License Terms

Product ID: 00378-20000-00003-AA442 GChange product key

2. On the Properties window, click Change settings.

System Properties

Computer Name Hardware Advanced System Protection Remote

‘ Windows uses the following information to identify your computer
== onthe network.

Computer description: II
For example: "Kitchen Computer” or "Mary’s
Computer".

Full computer name: workstation

Workgroup: WORKGROUP

Lc;t:x:: Ika Ivsl[)l.zr:lrd to join @ domain or workgroup, click i Nl lD,":, |

To rename this computer or change its domain or m
workaroup, click Change. k

] (o | I

3. This brings up the System Properties window, on the Computer Name tab click

Change.
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Computer Name/Domain Changes X lmote
‘You can change the name and the membership of this Fomputer
computer. Changes might affect access to network resources.
Computer name: ary's
workstation |
Full computer name:
workstation
More e 1D
Member of
(®) Domain:
|pe.lab T | e
() Workgroup:
WORKGROUP
Canc
QK Cancel Apply

4. On the Computer Name/Domain Changes window, enter an appropriate computer
name, then domain name, and click OK. Our chosen naming is shown below, use
what is appropriate for your POC.

Windows Security

to join the domain.

Computer Name/Domain Changes

Enter the name and password of an account with permission

Password

Domain: pelab

oK

Cancel

I

5. A security window pops up, fill in your specific domain administrator credentials

and click OK.
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Computer Name/Domain Changes x

o Welcome to the pelab demain.

6. On successful authentication, you will see the following welcome pop-up showing
your VM is now in the domain (the domain name should reflect your domain
information). Click OK.

Computer Name/Domain Changes

You must restart your computer to apply
these changes

Before restarting, save any open files and close all
programs,

7. The VM needs to reboot to complete the process, click OK again and the VM reboots
immediately.

10.5 INSTALLING CITRIX VIRTUAL DELIVERY AGENT

For the virtual machines to be managed by the XenDesktop delivery controller, a small
piece of code called Virtual Delivery Agent needs to run on each desktop machine. Use
the following procedure to install Citrix Virtual Desktop Agent on the master image.
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Hardware | Options

Device Summary Device status
I Memory 4GB [[] connected
[ Processors 2 |:| Connect at power on
iHard disk 1 32 GB (Preallocated)
B

" CD/OVD drive 1 Using local file Z:\Software\xenDe. .. Connection

E Floppy drive 1 Using local drive

Location: |Loal Client V|
ENetwork adapt... VM Network
Vldeo card 1 monitor © Use physical drive:
o |

(®) Use IS0 image fie:

‘Z:\Snﬁware\xanDeskmp 7.12\en v|| Browse. .. |

1. Mount the .iso image using Virtual Clone Drive or similar. Alternately you can use
vCenter Client to mount the .iso from an ISO datastore to the virtual machine CD

drives.
= < | ThisPC = A X
Computer View v 0
4 B ThisPC > v || | Search This PC »r

 Folders (6)

v 3 Quick access

[ Desktop » - Desktop Documents
£ Documents  # . ;
& Downloads ~
] Pictures » ‘ Downloads ﬁ Music
> [ ThispC

== Pictures Videos
¥ Network lg E

* Devices and drives (3)
E Local Disk (C:)
Floppy Disk Drive (A:) | Cmm—m——]
Wy 21,4 GB free of 31.5GB
CD Drive (D XA and XD
W’ 0 bytes freg 2.19GB
UDF

9items ==

2. Launch the CD with AutoPlay or select the AutoSelect.exe application to start the
Citrix XenApp and XenDesktop installer.
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Deliver applications and desktops to any user, anywhere,
on any device.

« Hybrid cloud, cloud and enterprise provisioning
 Centralized and flexible management

Manage your delivery according to your needs:

XenApp Deliver applications

XenDeskto p Deliveg pplications and deskiops

CiTRIX

3. Select Start button next to XenDesktop Deliver applications and desktops.

XenDesktop 7.12

Get Started Prepare Machines and Images Extend Deployment

Citrix Studio

Virtual Delivery Agent for Windows
Desktop OS

instal this agent to eliver applications and
desktops from Windows desktop OS-based
VMs or physical machines.

Services and Support

stion Access supporting content online.
Access knowledge base artices, security bulletins, and troubleshooting guides.

4. Select Virtual Delivery Agent for Windows Desktop OS under Prepare Machines and
Images on the XenDesktop 7.12 window.
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[y User Account Control x|

" Do you want to allow the following program to make

w

=" changes to this computer?

u Program name:  Citrix XenDesktop
Verified publisher: Citrix Systems, Inc.

File erigin: CD/DVD drive

@ Show details Yes | ‘ Mo

Change when these notifications appear

5. Select Yes to agree to the User Account Control prompt if displayed.

XenDesktop 7.12 Environment
Environment Configuration
HDX 3D Pro

| want to:

Core Components
® Create a Master Image

Select this option if you use Machine Creation Services or Provisioning Services to
Features create virtual desktops from this master image.

Delivery Controller

Firewall Enable Remote PC Access
Select this option to install the Virtual Delivery Agent onto either a physical machine or

Summary a virtual machine that has been provisioned without the VDA

Install
Call Home

Finish

i Back ‘ ﬁ Cancel

6. Accept the default Environment value of Create a Master Image radio button, and
select Next to continue.
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XenDesktop 7.12 HDX 3D Pro
+ Environment HDX 3D Mode is recommended for data center machines with graphics hardware (GPU).
HDX 3D Pro Configuration

Core Components
Install the Virtual Delivery Agent (VDA) in HDX 3D Pro mode?
Delivery Controller
No, install VDA in standard mode

e Recommended for most VDI deployments with standard office applications and for
Firewall Remote PC Access.
Summary (® Yes, install VDA in HDX 3D Pro mode

Recommended for data center machines with GPUs and graphic intensive applications
Inztall (3D rendering), using the GPU vendor's driver, Refer to Citrix documentation for
Call Home compatible display graphics hardware,
Finish

‘ Back ‘ W | Cancel

7. Select the Yes, install the VDA for HDX 3D Pro radio button on the HDX 3D Pro Dialog,
and select Next to continue.

XenDesktop 7.12 Core Components

Location: C:\Program Files\Citrix '\ |_Change...

Core Components
Virtual Delivery Agent (Required)
Delivery Controller The

re agent that is installed on the virtual or physical machine that provides the:
Features virtual desktop or application to the user
Gl Citrix Receiver
Summary Client software th. bles users to access their documents, applications, and
desktops from any device, including smartphones, tablets, and PCs
Install
Call Home
Finish

N
e e

8. Deselect the Citrix Receiver check box on the Core Components dialog, and select Next
to continue.

Citrix Receiver can be installed separately later and would only be used if
connecting to another XenApp or XenDesktop Store.
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XenDesktop 7.12

e Compone
Delivery Controller
Features

Firewall

Summary

Install

Call Home

Finish

Delivery Controller

Configuration

How do you want to enter the locations of your Delivery Controllers?

Do it manually -

Controller address:

xdvm.pe lab v

Note: Any Group Policies that specify Delivery Controller locations will override settings
provided here.

Back \ Cancel

9. Enter the XenDesktop delivery controller address. This is the FQDN of the
XenDesktop server. Click on the Test connection... button to validate the address.

IP Addresses are not supported as a controller address, only Fully Qualified Domain
Names are allowed.

XenDesktop 7.12

e Compone
Delivery Controller
Features

Firewall

Summary

Install

Call Home

Finish

Delivery Controller

Configuration

How do you want to enter the locations of your Delivery Controllers?

Do it manually -

Controller address:
xdvm.pe.lab v

Test connection... Ad%

Note: Any Group Policies that specify Delivery Controller locations will override settings
provided here.

Back \ Cancel

10. A green checkmark will be displayed on the right of the controller address input box
if the FQDN address of the delivery controller is verified. Click the Add button to
confirm the delivery controller address and add this address as the Virtual Delivery

Agent target.

SP-00000-001_v01.0/.] 214



Creating your first GRID Virtual workstation

XenDesktop 7.12

Delivery Controller
Features

Firewall

Summary

Install

Call Home

Finish

Delivery Controller

Configuration

How do you want to enter the locations of your Delivery Controllers?

Boitmagaly

+ xdvm.pe.lab

Controller address:

Edit Delete

Example: controller1.domain.com

Note: Any Group Policies that specify Delivery Controller locations will override settings

provided here.

Back ‘ m Cancel

11. The delivery controller FQDN will be displayed above the delivery controller
address entry box once it has been added. Select Next to continue.

XenDesktop 7.12

Features
Firewall
Summary
Install

Call Home

Finish

Features

Feature (Select all)

& Optimize performance

Optimize desktop settings. Learn more

dio Transport for audio

6500 - 16509. Learn more

s 3224-3324. Learn more

Enable Citrix App-V publishing components

89. Learn more

Enables this machine to launch App-V packages Leam more

Personal vDisk

sonal vDisk for the Virtual Delivery Agent. Learn more

=

12. Optimize performance should be selected by default. Select Use Windows Remote
Assistance and Use Real-Time Audio Transport for audio on the Features dialog and
select Next to continue.

u Personal vDisk can be enabled at a later date if desired
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XenDesktop 7.12 Firewall
¥ Environment The default ports are listed below. Printable version
« HDX 3D Pro
Controlier Communications Remote Assistance Real Time Audio
« Core Components
 Delivery Controller 80 TCP 3389 TCP 16500 - 16509 UDP
 Features w94 YCP
g 2598 TCP

Feewal 8008 TCP

Summary

Install

Call Home

Finish

Configure firewall rules:

® Automatically
Select this option to automatically create the rules in the Windows Firewall. The rules will
be created even if the Windows Firewall is turned off.

Manually
Select this option if you are not using Windows Firewall or if you want to create the rules

yourself.
[ oo | S [ concel |

13. Accept the default value to automatically create the Firewall entries. Select Next to

continue.
XenDesktop 7.12 Summary
¥ Environment Review the prerequisites and confirm the components you want to install. o Restart required
+ HDX 3D Pro -

Installation directory
+ Core Compo

C:\Program Files\Citrix

« Delivery Controller
Prerequisites

Microsoft Visual x86 C++ 2008 Runtime

« Firewall Microsoft Visual x64 C++ 2010 Runtime

Microsoft Visual x86 C++ 2010 Runtime

¥ Features

Summary
Install Core Components )
Call Home Virtual Delivery Agent
Finish Delivery Controllers
xdvm.pe.Jab
Features

Optimize performance
Remote Assistance
Real Time Audio -

Firewall

LIND. Dot 16500 16500

(oo TSI ( concet |

14. Review the summary and select Install to continue.
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XenDesktop 7.12 lling prerequisites and comp:

¥ Environment Installing... Less than 1 minute remaining...

¥ HDX 3D Pro B
Prerequisites
¢ Core Components
P 2 ¥ Hide Prerequisites

 Delivery Controller v Microsoft Visual x86 C++ 2008 Runtime Installed
o Featies ¥ Microsoft Visual x64 C++ 2010 Runtime Installed
v Microsoft Visual x86 C++ 2010 Runtime Installed
+ Firewall
Core Components
« Summary .
. . Virtual Delivery Agent Installing...
Install
Post Install
Call Home

Component Initialization
Finish

15. Installation will progress.

XenDesktop 7.12 Call Home

+ Environment Call Home monitors your deployment for common error conditions, automatically uploads system

data to Citrix, and then proactively notifies you before issues become serious problems.
+ HDX 3D Pro ! P Y DSy P

« Core Components

+ Delivery Controller How does it work?

- Configuration and usage data are gathered and periodically sent using HTTPS to Citrix.

 Features
« Firewall 1 = You can log into Citrix Insight Services to view diagnostics results and recommendations.
Y i ! This information will be used for troublest and d support purposes, as well as
? ! to improve the quality, reliability, and performance of Citrix products, subject to the Citrix
¢ Install ! Insight Services Policy at https://cis.citrix.com/legal/ and the Citrix Privacy Policy at http://
: citrix. ivacy.html.
Call Home ' www.citrix.com/about/legal/privacy.html :
B H
Finish - — e h rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr i

®) | want to participate in Call Home. (Recommended)

| do not want to participate in Call Home.

© To participate in Call Home, you must connect to Citrix Insight Services.

Connect

16. At the Call Home dialog box, choose whether to participate in Citrix Call Home. Click
Next.
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XenDesktop 7.12 Finish Installation

The il ion completed suc v Success

Prerequisites

v Microsoft Visual x86 C++ 2008 Runtime Installed
v Microsoft Visual x64 C++ 2010 Runtime Installed
v Microsoft Visual x86 C++ 2010 Runtime Installed

Core Components
+ Virtual Delivery Agent Installed

Post Install
¥ Component Initialization Initialized

Finish

Restart machine

17. When the installation has completed successfully accept the default to restart the
machine and select Finish.

10.6 ENABLING THE NVIDIA GRID VGPU

Use the following procedure to enable GRID vGPU for your virtual machine. This will
require you to edit the virtual machine settings.

1. Close the remote console; this will not be functional when GRID vGPU is configured.

Take a snapshot of the virtual machine to preserve your work. Label this snapshot
pre-vGPU, and revert back to it if you encounter any problems going forward, such
as driver issues

2. Power down the virtual machine.
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[~ [l depvc.pe.lab

Task Name

All vRealize Orchestrator plugin Actions

v [In Datacenter
» B MGMT
~ [ Production
f 101902
[ 10.19.07
fafion [ Launch Remote Console
E‘D Actions - Workstation ile
Power L
Guest 05 yo
Snapshots » C
@ Open Console ] R
&5 Migrate 2.0
Clone "
Template »
or
Fault Tolerance 4
L list
WM Policies 4
I o0
Compatibility »
dc
Export System Logs...
S
By Edit Resource Seftings,,
5 Edit Seffings...
Move To... T
Rename L
Edit Notes... |
Tags & Custom Attributes »: f
| Add Permission... E
[] Recent Tasks Alarms d |

it

3

Creating your first GRID Virtual workstation

3. Right click on the VM in the Navigator window. Select Edit Settings. The Edit Settings

dialog appears.
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(3 Workstation - Edit Settings Q1

 Virtual Hardware | VM Options | SDRS Rules ‘ vApp Options |

+ [ cPU (1 }
» 3K Memory 4096 l ) ‘ -7}
» (2 Hard disk 1 | (3 New Hard Disk GB \ vJ
» @, SCS! controller 0 = Existing Hard Disk
| £ RDM Disk -
F Network adapter 1 | U [V Connect

» @ CDDVD drive 1 || il Network

| » [ Floppy drive 1 N
(@ CD/DVD Drive

* @Vndeo card ‘d Floppy Drive
» (@) SATA controller 0

ER Serial Port

[ Parallel Port

f§ Host USB Device
USB Controller

» ;3 VNCI device

+ Other Devices

SCSI Device
& PCI Device

|z Shared PCI Device

SCSI Controller
SATA Controller

New device: \ S -, ‘ v

Compatibility: ESXi 6.0 and later (VM version 11) OK Cancel

4. Click on the New Device bar and select Shared PCl device.

51 Workstation - Edit Settings 2 »

Virtual Hardware | VM Options \ SDRS Rules \ vApp Options ‘

+ @ cPU (1 ‘
» # Memory [ 409 \
» {3\ Hard disk 1 32

3 SCSi controller 0 LS| Logic SAS

» Network adapter 1 }' VM Network

» () CD/DVD drive 1 [ Client Device

» [ Video card

» [ Floppy drive 1 LClient Device
[ Specify custom settings I v

» o3 VMCI device

\
» (@) SATA controller 0 ‘
\
+ Other Devices ‘

New device: | [ Shared PCI Device [+]]|  Add

Compatibility: ESXi 6.0 and later (VM version 11) OK Cancel

5. Click on Add to continue.
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(3 Workstation - Edit Settings 20
| virtual Hardware ‘ VM Options | SDRS Rules | vApp Options |
» @ cru (2 [~ ®
» SR Memory [4096 [+] (me ]+
» (3 Hard disk 1 Ll 6B | =]
» SCSl controller 0 LSl Logic SAS
» Network adapter 1 | VM Network | =] ¥ Connect
» (@ CD/DVD drive 1 | Client Device | =]
3 Floppy drive 1 | Client Device ‘ v
» @ Video card \ Specify custom settings ‘ v |
» (@) SATA controller 0
» & VMCI device
» Other Devices
~ New PCl device [ NVIDIA GRID vGPU L)
GPU Profile grid_m60-1q 3
A Note: Some virtual machine operations are unavailable when
PCI/PCle passthrough devices are present. You cannot
suspend, migrate with vMotion, or take or restore snapshots
of such virtual machines.
New device: | & shared PCI Device |v]| Add
Compatibility: ESXi 6.0 and later (VM version 11) OK Cancel

Creating your first GRID Virtual workstation

6. The new PCI device will show the NVIDIA GRID vGPU device has been added.

(1 Workstation - Edit Settings

Q'
| virual Hardware J VM Options ‘ SDRS Rules ‘ vApp Options |
» @ crPu (2 [~] ®
» @K Memory \'Ib% Ivi MB |~
» {3 Hard disk 1 GB ‘v‘
» SCSicontroller 0 LS| Logic SAS
» [l Network adapter 1 | VM Network |~ ¥ Connect
» (@ CD/DVD drive 1 | Client Device ‘ v
» [ Floppy drive 1 | Client Device ‘ v|
» [ Video card | ‘Specify custom settings 7"; |
» (@) SATA controlier 0
¥ 53 VMCI device
» Other Devices
~ New PCl device | NVIDIA GRID vGPU [~ ]
GPU Profile grid_m60-1q =N
grid_m60-2a *'s are unavailable when
grid_m60-1q 3sent. You cannot
H h
arid_mb60-1b 3 or restore snapshots
grid_m60-1a
grid_m60-0q
-{ grid_m60-0b
New device: Shared PCI " Add
Compatibility: ESXi 6.0 and later (VM version 11) oK Cancel
5 |

7. Click the down triangle on the GPU Profile selection bar to drop down the list of
available vGPU profiles. Select the appropriate profile for this VM.

For information about what profile to choose, see Selecting GRID vGPU profiles on

page 176

8. Click OK to complete the configuration.
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10.7 INSTALLING NVIDIA DRIVER IN THE VM

1. Start the virtual machine, and then connect to it using VMware Remote Console
through the vSphere Web Client (When connected, a popup warning requesting that you
restart the computer to apply changes will display the first time it is booted after enabling the
NVIDIA GRID vGPU.)

2. Click Restart Later to continue booting the virtual machine.

DO NOT REBOOT THE VIRTUAL MACHINE IF YOU HAVE OLDER NVIDIA DRIVERS
INSTALLED. DOING THIS WILL CAUSE A BLUE SCREEN ERROR.

) Device Manager

File Action View Help

e @ HEElB

sic Display Adapter
2

2 DVD/CD-ROM dii
& Floppy disk drive:

3. Log into Windows and open the Device Manager.
The Microsoft Basic Display Adapter displays in the Display adapters section of the
Device Manager with an exclamation point by it to indicate a driver problem. This is
normal.
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PE- Application Tools  NVIDIA-GRID-vSphere-6.0-367.43-369.17 I %
Home  Share  View Manage

« v A [ > ThisPC > e(\10200037) (E) > 2-JFK > NVIDIA-GRID-vSphere-6.0-367.43-369.17 > v o
A Name Date modified Type Size
 Quick access
[ [71 367.43-368.17-nvidia-grid-licensing-guide pdf

# 7] 367.43-369.17-nvidia-grid-vgpu-release-notes.pdf
f Dowhicacs [ ] 367.43-369.17-nvidia-grid-vgpu-user-guide pdf
(5 Documents [ 369.17_grid_win8_win7_32bit_intemational

= Pictures 1) 369.17_grid_win8_win7_server2012R2_server2006R2_64bit_intemnati...

add master to th, [ 369.17_grid_win10_32bit_intemational

R AR [ 369.17_grid_win10_server2016_64bit_intemational

1] NVIDIA-Linux-x86_64-367.43-grid.run
optimizing wind -

[ NVIDIA-vGPU-VMware_ESXi_6.0_Host_Driver_367.43-10EM.600, @ Run as administrator
Screenshots

¥ NVIDIA-vGPU-VMware_ESXi_6.0_Host_Driver_367.43-10EM.600, Troubleshoot compatibility

@ OneDrive ¥ NVIDIA-vSGA-VMware_ESXi_6.0_Host Driver_367.43 Pin to Start
— El Scan with Windows Defender...
B Desktop Sendto >
[ Documents Cut
& Downloads Copy
D Music Create shortcut
&= Pictures Delete
B Videos Rename
s Local Disk (C2) Properties

& CD Drive (0
= e(\\10.200037)
v

litems 1 item selected 252 MB

4. Locate the NVIDIA driver and double-click the Setup icon to launch it.

(Recommendation: Have the software on a shared volume that can be mounted by
the VM for quick access).

Open File - Security Warning

We can't verify who created this file. Are you sure you want to run this file?

Name: ..7\369.17_grid_win10_server2016_64bit_international.exe
Type: Application

From: E\2-JFK\NVIDIA-GRID-vSphere-6.0-367.43-369.17\369.1...

Run Cancel

This file is in a location outside your local network. Files from lecations

you don't recognize can harm your PC. Only run this file if you trust
the location. What's the risk?

5. Accept the Security Warning to continue install.
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NVIDIA Graphics Driver (369.17) Package X

Please enter the folder where you want to save the
NVIDIA driver files. If the folder does not exist,
it will be created for you.

Extraction path:
[ C:\NVIDIA\369.17] ‘dj

0K Cancel l

Click OK to install the files to the default location.

NVIDIA Installer = X

X

nvinia

@ System Check NVIDIA software license agreement

License Agreement Please read the following NVIDIA software license agreement carefully.

[END USER LICENSE AGREEMENT
[Release Date: September 4. 2015

NVIDIA GRID SOFTWARE END-USER LICENSE AGREEMENT]

IMPORTANT - READ BEFORE DOWNLOADING, INSTALLING,
COPYING OR USING THE LICENSED SOFTWARE

Click Agree and Continue if you accept the terms of the agreement.

AGREE AND CONTINUE

7. The NVIDIA software license agreement window displays. Click the AGREE AND

CONTINUE button to proceed.
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NVIDIA Installer = X

nvinia

Installation options

@ Express (Recommended)

Options Upg.rades existing drivers and retains current NVIDIA
settings.

© Custom (Advanced)

Allows you to select the components you want to install
and provides the option for a clean installation.

Note: Some flashing might occur during the installation.

8. The Installation Options window displays. Check the Custom (Advanced) radio button,
then click Next. The Custom installation options window appears.

NVIDIA Installer = X

nvinia

Custom installation options
Select driver components:

Options Component New Version Current Version
None

None

Perform a clean installation

A

9. Check the Perform a clean installation checkbox, and then click Next.
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NVIDIA Installer = X

nvibnia

NVIDIA Installer has finished

Component Version Status
Installed
Installed

Graphics Driver 369.17 Instalied

a To complete the installation, restart the computer.
Do you want to restart now?

T ResTARTNOW | U RESTARTLAER

10. A window displays when the NVIDIA Graphics Driver installation is complete.
Click RESTART NOW to reboot the VM and complete the installation.

10.8 LICENSE THE DESKTOP

To manage licenses for each desktop, the FQDN or IP address of the GRID License
Manager must be entered in the VM. When the VM boots, it will obtain a short-term
lease for a license from the License Manager. Upon expiration, the NVIDIA driver
software will automatically renew the lease, if the VM is running. If the VM shuts down,
the lease will be renewed on VM startup.

Use the following procedure to license the VM.
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Right-click on the screen and select the NVIDIA Control Panel menu option.

NVIDIA Control Panel

- [m] x
File Edit Desktop Help
Qu -0 |0
Select 3 Task...

=) 3D Settir (
At rage st it proviow NVIDIA

: A
i CONTROL PANEL nviDia

Change resolution
Set up multiple displays
£l Licensing
Manage License
£} Video
Adjust video color settings
Adjust video image settings

System Information

v
< >

2. The NVIDIA Control Panel will indicate which GRID Profile is loaded.
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NVIDIA Control Panel

File Edit Deskiop Help

| Manage License

u can enable addtional features by applying alicense

License Edition
() Your systemis liensed for GRID vPU.

License Server:
[w.190.22 |

Port Number:

B |

Desaription:

Typical usage scenarios:

~

System Information
>

<

3. Click on Manage License in the left-hand navigation pane. Enter the IP address of
your License Server, and default port 7070. Click Apply.

The VM will now contact the License Manager for updated licenses upon reboot.

10.9 REMOVING THE GRID VGPU DEVICE FROM THE
MASTER IMAGE

Use the following procedure to remove the vGPU shared PCI device from the master
image before provisioning the XenDesktop machine catalog.

CAUTION: Not performing this procedure will cause device conflicts between
vSphere and XenDesktop.
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vmware: vSphere Web Client  fi= Updaledat 1246 PM {) | Administralor@VSPHERELOCAL ~ | Help ~ |

{1 Workstation | Actions ~

) Alarms. xx

() depvt:
v [in Datacenter
+ ExDiscovered virtual machine

Workstation >

J Getting Started ‘ Summary Monitor Manage Related Objects

| A1(0) | New(©)  Acknowledge

Whatis a Virtual Machine?

Avirtual machine is a software computer that,
like a physical computer, runs an operating
system and applications. An operating
system installed on a virtual machine is
called a guest operating system

Because everyirtual machine is an isolated Cluster il

computing environment, you can use virtual
machines as deskiop or workstation
enuironments, as testing enironments, or to
consolidate server applications.

In vCenter Server, virtual machines run on
hosts or clusters. The same host can run
many irtual machines

]

vSphere Client

vCenter Server

Basic Tasks Explore Further

Virtual Machines.

Datacenter

| # WorkIn Progress. X

L H]

v [F depvepelab
v [lgDatacenter

 CDiscovered viral| 5 Migrate
Glone » gting

== fo

Template »
Fault Tolerance
VM Policies

Compatibility

Power
Guest0s
Snapshots »

(& Open Console

&1 Actions - Workstation

{3 Alarms b 3

’Fv Manage  Related Objects
»

[ o) | New(®) Acknowtedge

mputer that
operating

tineis

> anisolated Cluster

» Ise virtual

on
» Nenis, orto

Export System Logs.

By Edit Resource Settings

& mnon
canrun

Edit Sefings.

Move To.
Rename.

vCenter Server

wSphere Client

Edit Notes
Tags & Custom Aftributes

Add Permission.

Explore Further

Alarms

Remove from Inventory

Virtual Machines

Datacenter

Delete from Disk

All vRealize Orchestrator plugin Actions »

2. Right-click on the master image VM and select the Edit Settings menu item.
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51 Workstation - Edit Settings ?) M
( virual Hardware | vi Options | SDRS Rules | vApp Options |

» [ CPU - @

» MK Memory

» (3 Hard disk 1 32 . |eB R4

3 SCSlcontroller0 LS| Logic SAS

3 Network adapter 1 | VM Network ‘ .| [ Connected

» (@ CD/DVDdrive 1 | Client Device ‘ M

3 Floppy drive 1 | Client Device ‘ -|

» [ Video card -

» PCldevice 0 [ NVIDIA GRID vGPU [~]

» (@) SATA controller 0 *

) VMCI device

» Other Devices

MNew device: —— Select— | = |
Compatibility: ESXi 6.0 and later (VM version 11) 0K Cancel

o 7

3. Select the gray “x” on the far right on the PCl Device item that is connected to the
NVIDIA GRID vGPU to select the device for removal.

f1 Workstation - Edit Settings 2l M

Virtual Hardware | VM Options | SDRS Rules | vApp Options

+ [ cPu 1 - o
» 3 Memory 4096 -| [mB -
» (24 Hard disk 1 12 =] (cB -

[3 E;‘/ SCSl controller 0 LS| Logic SAS

+ [l Network adapter 1 [ VM Network - ‘: ¥ Connect..
» (@) CD/IDVD drive 1 [ Client Device -

» Floppy drive 1 Client Device =

3 EI Video card Specify custom settings -

¢ PCl device 0 Device will be removed

¥ (@) SATA controller 0
b o3 VMCI device

» Other Devices

New device: | Select - -

Compatibility: ESXi 6.0 and later (VM version 11) OK Cancel

4. Select the OK button at the bottom of the Edit Settings dialog to save the settings.

The Recent Tasks pane at the bottom will display the status of Complete once the device
has been removed. A XenDesktop machine catalog can be safely configured now.

SP-00000-001_v01.0/.] 230



CHAPTER 11. CREATING XENDESKTOP
MACHINE CATALOGS AND DELIVERY

GROUPS

This chapter describes the following:
Creating a VM snapshot

Creating a machine catalog for the master image

Creating a XenDesktop random machine catalog from a snapshot
Configuring VM to enable vGPU profiles

Creating a XenDesktop delivery group for the master image

Creating a XenDesktop delivery group for the catalog

Yy v v v v v Y

Connecting to the Citrix delivered desktop for the first time

To create a pool of virtual machines, you must first take a snapshot of an existing virtual
machine, which then allows you to either create a single virtual machine or use it to
dynamically create virtual machines on demand.

A complete demonstration of these features is beyond the scope of this document;
however, taking a virtual machine snapshot and then deploying virtual machines
from that snapshot is a fundamental operation that will reduce evaluation time.
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11.1 CREATING A SNAPSHOT

Use the following procedure to create a snapshot for an existing virtual machine.

vmware* vSphere Web Client

A=

[ Navigator

X (51 Workstation | Actions ~

4 Home

'@ Getting Started I Summary\ Monitor  Manage Related Objects

(v @ =8

w [l depvc.pe.lab
w [I5 Datacenter
» B MGMT
« [ Production
[ 10.19.02
@ 10.19.07

FPowered Off

Launrh Bamata Cnancnla

gu Workstation
[ Worksion e

!
Recent Tasks ﬂ

Task Name

Reconfigure virtual machine
Reconfigure virtual machine |

Power
Guest0S
Snapshots
[ Open Console
&5 Migrate...
Clone
Template

Fault Tolerance

VM Policies
Compatibility

Export System Logs...

& Edit Resource Settings
5 EditSettings...

Move To...

Rename...

Edit Notes...

Tags & Custom Attributes

Add Permission...
Alarms

Remove from Inventory
Delete from Disk

Workstation

Guest 05 Microsoft Window s 1(
Compatibility: ESXi6.0 and later (VN
VM are Tools: Mot running, version:1
DS Name:

IP Addresses:

Host: 10.19.07

£y

»

» L o
fe) Take Snapshot...

+
"—%ﬁl Revertto Latest Snapshot E
fijs Manage Snapshots...

|Hardware

and later (VM version 11)

[ Edit Settings

o
4 Description

o
0|’\

L

mnhs
.
3
r Initiator
leted VSPHERE
VSPHERE

All vRealize Orchestrator plugin Actions  » | =

1. Right-click the virtual machine and then select Snapshot->Take Snapshot...
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i) Take VM Snapshot for Workstation 2)

Name Pristine

Description Citrix and NVIDIA software installed |

[ ok ][ cancel |

2. Enter a name for the snapshot. Optionally enter a description for the snapshot. Select
OK to take the snapshot.

11.2 CREATING A MACHINE CATALOG FOR THE
MASTER IMAGE (OPTIONAL)

Although this is not a required step, the following procedure can be used to
validate the communication paths between the end user and the target VMs that
will be created from this master before they are created. This can reduce
troubleshooting time and rework.

Use the following procedure to provision a single vGPU-enabled machine catalog:

1. Logon to the XenDesktop server and open Citrix Studio from the start menu.
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Ll

| Consale Raot

4§ Citrix Studia (SiteLocati
O Search
= Wachine

orNarne

Actions

+ | Machine type. No. of machines

£ Delivery Grou|

Create Machine Catalog

[ Policies

[# Logging

4 [+ Configuratio;

£ Adrainisti

View
View > [@ Refresh
Refresh H rep
Help

5 Contrall

osting
Zu Licensing
D StoreFrant

4 ¥4 Citrix Storefront
Server Group
2 Authentication
3 Stores
B ReceiverforWeb
55 NetScaler Gateway
¥ Beacons

[y App-Y Publishing

No items selected

& Create Machine Catslog

I < 0

2. Expand Citrix Studio on the left-hand pane if needed. Right-Click on Machine Catalogs

menu item and select Create Machine Catalog menu item.

Studio

Introduction

Summary

Operating System
Machine Management
Master Image

Virtual Machines

Computer Accounts

Introduction

Machine Catalogs are collections of physical or virtual machines that you assign to users.
You create Catalogs from Master Images or physical machines in your environment.

Important: The Master Image or physical machine that you use to create a Catalog must
have a Virtual Delivery Agent installed. Also, ensure that the operating system is up-to-
date and that applications are installed.

Before you begin, make sure that you:
Identify the types of desktops and applications your users need

Choose a Catalog infrastructure (for example, whether to power manage virtual
machines)

Have a technology for creating and managing machines (such as Machine Creation
Services or Provisioning Services)

Prepare your environment, including the Master Image, computer accounts, and
network interface card configuration.

Learn more

[_] Don't show this again

Back Next

3. Select Next button on the Machine Catalog Setup dialog to begin.
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Studio Operating System

Select an operating system for this Machine Catalog.

() Server OS
¥ Introduction ‘ The Server OS Machine Catalog provides hosted shared desktops for a large-scale
< depl of standardized Wit Server OS or Linux OS machines.
Operating System
p (® Desktop 0OS
Machine Management ‘ The Desktop OS Machine Catalog provides VDI desktops ideal for a variety of different
Desktop Experience users.
Master Image " Remote PC Access
. : The Remote PC Access Machine Catalog provides users with remote access to their
Virtual Machines g 5 E 3
physical office desktops, allowing them to work at any time.
Computer Accounts
Stmmary There are currently

Access, but you can e after completing this

connection.

catalog to sp

(o) TR oo )

4. On the Operating System dialog, select the Desktop OS radio button and then select
Next to continue.

Studio Machine Management

This Machine Catalog will use:

‘ (®) Machines that are power managed (for example, virtual machines or blade PCs)

v i ~
Intrpduction (_) Machines that are not power managed (for example, physical machines)

¥ Operating System

Machine Management Deploy machines using:

Desktop Experience ‘ () Citrix Machine Creation Services (MCS)

Virtual Machines Resources: ResourceName (Zone: Primary)
Summary ) Citrix Provisioning Services (PVS)

(®) Another service or technology
| am not using Citrix technology to manage my
already prepared.

I have existing

Note: For Linux OS machines, consult the administrator documentation for guidance.

oo ) T [

5. On the Machine Management dialog select the Another service or technology radio
button for the Deploy machines using: section. Select Next to continue.

This is only used for the master image, the random pool will use Citrix Machine
Creation Services (MCS)
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Studio

+ Introduction

+ Operating System

« Machine Management
Desktop Experience
Virtual Machines

Summary

Creating XenDesktop Machine Catalogs and Delivery Groups

Desktop Experience

Which desktop experience do you want users to have?

() | want users to connect to a new (random) desktop each time they log on.

(®) | want users to connect to the same (static) desktop each time they log on,

A ~tivat AL
Aclivate Viny

6. On the Desktop Experience dialog, accept the default and select Next to continue.

Studio

¥ Introduction

¥ Operating System

+ Machine Management

+ Desktop Experience
VMs and Users

Summary

Virtual Machines and Users

Import or add virtual machines, their computer Active Directory accounts, and optionally assign
them to users:

VM name + | Computer AD account User names

Remove Import list... | Export list.

© Sselect the minimum functional level for this [7.9 (or newer - recommended, to acc... v ]
catalog:

Machines will require the selected VDA version (or newer) in order to register in Delivery Groups
that reference this machine catalog. Learn more

7. On the Virtual Machines and Users dialog, select the Add VMs... button to select the
master image to the machine catalog.
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v EJ § ConnectionName
v (=] E Datacenter
» (] % MGMT
v ¥ % Production
|| (M Workstation @

— ==

8. On the Select VMs dialog, navigate through the vCenter VMs site tree and select the
check box next to the VM you created to be the master image. Select the OK button to
continue.
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Studio

¥ introduction

¥ Operating System
+ Machine Management
¥ Desktop Experience

VMs and Users

Summary ‘

Virtual Machines and Users

Import or add virtual machines, their computer Active Directory accounts, and optionally assign
them to users:

vM name 4 | Computer AD account
Workstation Enter computer account name
Remove l Import list... ] [ Export list... I l Add VMs... ]
@ select the minimum functional level [yr this (7.9 (or newer - recommended, to ace.. |
catalog:

Machines will require the selected VDA version (or newer) in order to register in Delivery Groups
that reference this machine catalog. Learn more

9. Select the ellipsis button next to the Computer AD Account field to search Active
Directory for the machine account to add.

Select thiz object type:

|I:|:|mputer

‘ | Object Types... |

Frann thiz location:

|Entire Directomny

H Lozations. .. |

Enter the object name to select [examples):

Check Mames

|| Cancel |

10. Enter the computer name into the Active Directory Select Computer dialog. Click the
Check Names button to verify the computer account exists and then select OK button

to continue.
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Studio Virtual Machines and Users

Import or add virtual machines, their computer Active Directory accounts, and optionally assign
them to users:

¥ Introduction VM name 4 | Computer AD account ‘ User names
 Operating System © Workstation PE\WORKSTATIONS 2
¥ Machine Management

¥ Desktop Experience
VMs and Users
Summary ‘

Remove [ import ist... | [ Export lst... | [ Add VMs... |
© select the minimum functional level for this [7.9 (or newer - recommended, to acc... ~ |
catalog:

Machines will require the selected VDA version (or newer) in order to register in Delivery Groups
that reference this machine catalog. Learn more

—
Activate W

11. Select the ellipsis next to User Names field to search Active Directory for the user
account to add.

Select thiz object type:
|'—|$EfS | | Object Types... |

From thig location:

|EntireDirectDr_l,l || Locations. .. |

Enter the object names to select [examples):

| Check Mames

[ |

12. Enter the users name into the Active Directory Select Users dialog. Select the Check
Names button to verify the users account then select the OK button to continue.

13. Once you have completed adding computer and user account references for all
machines in the catalog select Next to continue.
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Studio

¥ introduction

¥ Operating System

+ Machine Management
¥ Desktop Experience
+ VMs and Users

Summary

Summary
Machine type: Desktop OS
Machine management: Virtual

Provisioning method:
Desktop experience:

VDA version:
Scopes:
Zone:

Number of machines added:

Another service or technology

Users connect to the same desktop each time they log
on

1
7.9 (or newer)

Primary

Machine Catalog name:

I Master Imageﬂ

Machine Catalog description for administrators: (Optional)

‘ Example: Windows 7 SP1 desktops for the London Sales office

To complete the deployment, assign this Machine Catalog to a Delivery Group by selecting
Delivery Groups and then Create or Edit a Delivery Group.

14. On the Summary dialog enter a Machine Catalog name and then select Finish button

to continue.

File Action View Help

&

7 Consale Raat
4 B Citrix Studlo (SiteLocationName)
O Search
L Delivery Groups
[ Policies
[# Logging
4 [ Configuration
£ Administratars
2 Controllers
= Hosting
4 Licensing
3 storeFront
App-V Publishing
a B Citrix StoreFront
Server Group
3 Authentication
3 stores
B Receiver forweb
85 NetScaler Gateway

CiTRIX

Windows Desktop OS (Virtual) 1 0

Master Images
Allocation Type: Static

8 Create Machine Catalog
View
1] Refresh

A Hep

Provisioning method: Manual

[E Add Machines

[ Edit Machine Catalog
B View Machines

[B Delete Machine Catalog
@ Renarme Machine Catalog
[ Test Machine Catalog

H Help

¥ Beacons
Details - Master Images
| oetas | wscness | samisraors |
Machine Catalog Machine
Name: Master Images Instelled VDA version:  Unknown .
Machine Type: Windows Desktop OS...  Operating System: Unknown
< ] [>|[ Sivrigewes Yol

15. Once complete, the machine catalog will be displayed in the center pane.
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11.3 CREATING A XENDESKTOP RANDOM MACHINE
CATALOG FROM A SNAPSHOT

Use the following procedure to provision a random machine catalog.

MCS Random pool deployments require DHCP scopes to be available for the VM’s.
You cannot assign a static IP address to a MCS pool random VM. A DHCP IP
reservation can be assigned to the VM MAC Address.

MCS Machine Catalogs require a snapshot of the Master image. Select the reference
VM in the Navigator and right click. Ensure you have a snapshot of the master
image before proceeding.

= Citrix Studio = | o

File Action View Help

CE I

. Console Root. Actions
4 Citrix Studia (SiteLocationNarme]
" ¢ ) Machine Catalogs -
O Search -
=\ fachine C Machine Catalon + | Machine type No. of machines | Allocated mach... Create Machine Catalog

£ Delivery Gre Create Machine Catalog Windows Desktop OS (Virtual) 1 [) View »
[ Policies View > User data: On local disk Provisioning method: Manual
# Loging |G Refresh
4 5 Configurati Reliad Help
8 Admini Help
& Contrllers Master Images B
= Hosting [ Add Machines
e Licensing [ Edithachine Catalog
@3 storeFront
(24 App-V Publishing B Wiew Machines
4 B4 Citrix StoreFront [§l Delete Machine Catalog
Server Group o) Rename Machine Catalog
2 Authentication
D Stares [3) TestMachine Catalog
Receiver for teb Help
58 NetScaler Gateway
9 Beacons
Details - Master Images
Details  Machines | Administrators
Machine Catalog Machine H
Neme: Master Images Installed VDA version:  Unknown
Machine Type: Windows Desktop OS...  Operating System: Unknown
< o S| Provisioning Metnod:  Manual 1

1. Right-Click on Machine Catalog from the left-hand pane and select Create Machine
Catalog menu item.
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Studio

Introduction
Operating System
Machine Management
Desktop Experience
Master Image

Virtual Machines
Computer Accounts

Summary

Introduction

Machine Catalogs are collections of physical or virtual machines that you assign to users.
You create Catalogs from Master Images or physical machines in your environment.

Important: The Master Image or physical machine that you use to create a Catalog must
have a Virtual Delivery Agent installed. Also, ensure that the operating system is up-to-
date and that applications are installed.

Before you begin, make sure that you:
® [dentify the types of desktops and applications your users need

® Choose 2 Catalog infrastructure (for example, whether to power manage virtual
machines)

® Have a technology for creating and managing machines (such as Machine Creation
Services or Provisioning Services)

® Prepare your environment, including the Master Image, computer accounts, and
network interface card configuration.

Learn more

[ Don't show this again

Back Next

2. Select Next to continue.

Studio

¥ introduction
Operating System
Machine Management
Desktop Experience
Master Image
Virtual Machines
Computer Accounts

Summary

Operating System

Select an operating system for this Machine Catalog.

() Server 0S
The Server OS Machine Catalog provides hosted shared desktops for a large-scale
ploy of i i Server OS or Linux OS machines.

® Desktop OS
The Desktop OS Machine Catalog provides VDI desktops ideal for a variety of different
users.

Remote PC Access
The Remote PC Access Machine Catalog provides users with remote access to their
physical office desktops, allowing them to work at any time.

There are currently no power management connections suitable for use with Remote PC
Access, but you can create one after completing this wizard. Then edit this machine
catalog to specify that connection.

3. On Operating System dialog select Desktop OS radio button then select Next to

continue.
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Studio

¥ Introduction

¥ Operating System
Machine Management
Desktop Experience ‘
Master Image
Virtual Machines ‘
Computer Accounts

Summary

Machine Management

This Machine Catalog will use:

(®) Machines that are power managed (for example, virtual machines or blade PCs)

() Machines that are not power managed (for example, physical machines)

Deploy machines using:
(®) Citrix Machine Creation Services (MCS)
Resources: ResourceName (Zone: Primary)
() Citrix Provisioning Services (PVS)

() Another service or technology
| am not using Citrix technology to manage my machines. | have existing machines
already prepared.

Note: For Linux OS machines, consult the administrator documentation for guidance.

oo ) I (o ]

4. On Machine Management dialog accept defaults for Citrix Machine Creation Services
(MCS) and then select Next to continue...

Studio

¥ Introduction

¥ Operating System

+ Machine Management
Desktop Experience
Master Image
Virtual Machines
Computer Accounts

Summary

Desktop Experience

Which desktop experience do you want users to have?
@ | want users to connect to a new (random) desktop each time they log on.

() I want users to connect to the same (static) desktop each time they log on.

Do you want to save any changes that the user makes to the desktop?

OR changes on a separate Personal vDisk,

Yes, create a dedicated virtual machine and save changes on the local disk.

No, discard all changes and clear virtual desktops when the user logs off.

Coec | T (Cconee )

5. On the Desktop Experience dialog select the | want users to connect to a new (random)
desktop each time they logon radio button. Click Next.
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Studio Master Image

The selected master image will be the template for all virtual machines in this catalog. (A master
image is also known as a clone, golden, or base image.)

Use the VDA for HDX 3D Pro when selecting a GPU-enabled snapshot or virtual machine.
¥ introduction

Select a snapshot (or a virtual machine):

v M) Workstation @

v (® Workstation LCGM @
+ Desktop Experience > © Pristine ©

Master Image
Virtual Machines

 Operating System

¥ Machine Management

Computer Accounts

Summary

© select the minimum functional level for this [ 7.9 (or newer - recommended, to acc... »

catalog:

Machines will require the selected VDA version (or newer) in order to register in Delivery Groups
that reference this machine catalog. Learn more

Nin

6. On the Master Image dialog expand the virtual machine that you wish to deploy from
and browse down until you can select the Snapshot you wish to use for the random
pool. Select Next to continue.

Studio Network Interface Cards

There are multiple Network Interface Cards available on the selected Master Image.

[ Name + | Associated network
0 VM Network -

+ Introduction

+ Operating System

+ Machine Management

+ Desktop Experience

+ Master Image ‘
Network Cards
Virtual Machines
Computer Accounts

Summary

AClIVa

7. On the Network Cards dialog specify the network cards and networks you wish to
associate. Click Next.
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Studio

+ Introduction

+ Operating System

+ Machine Management

+ Desktop Experience

+ Master Image

+ Network Cards
Virtual Machines
Computer Accounts

Summary

Virtual Machines

How many virtual machines do you want to create?

[ =

Configure your machines.

Total memory (MB) on each machine: 4006 =

Configure a cache for temporary data on each machine.

[#] Memory allocated to cache (MB):
+| Disk cache size (GB): %

@ Caching should not be enabled if you intend to use this catalog to create AppDisks.

If you clear both check boxes, temporary data is not cached: it is written to the OS storage
for each VM. (This is the provisioning action in releases earlier than 7.9.)

Activate W

8. On the Virtual Machines dialog specify the Number of virtual machines needed and
then select Next to continue.

Studio

¥ introduction

¥ Operating System

+ Machine Management

+ Desktop Experience

+ Master Image

+ Network Cards

+ Virtual Machines
Computer Accounts

Summary

Active Directory Computer Accounts

Each machine in a Machine Catalog needs a corresponding Active Directory computer account.
Select an Active Directory account option:

(@ Create new Active Directory accounts.

() Use existing Active Directory accounts

Active Directory location for computer accounts:

Domain: pelab = J
» [@ Computers [E|
» [ D)

» [ Domain Controllers
» [ EA
» @ EB -

Selected location: l Default OU

Account naming scheme:
[vmwxpree] [loe -]

VMWXDT012

oo | D (oo ]

9. On the Active Directory Computer Accounts select the Domain to create machines in,
browse the OU tree and select the OU to create machine accounts in, the OU should
be displayed in the Selected location display field. Specify an Account naming scheme
(append ## to the name for automatic numeric increments) then select Next to

continue.
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¥ introduction

¥ Operating System

+ Machine Management
+ Desktop Experience
+ Master Image

« Network Cards

+ Virtual Machines

« Computer Accounts

Summary

Creating XenDesktop Machine Catalogs and Delivery Groups

—

Summary
3
Machine type: Desktop OS
Machine management: Virtual

Provisioning method:
Desktop experience:

Resources:

Master Image name:

VDA version:

Network interface cards:
Number of VMs to create:

Machine creation services (MCS)

Users connect to a new desktop each time they log
on

ResourceName
Pristine

7.9 (or newer)

0 - Using VM Network
4

Machine Catalog name:

[ vmw xoT VoI

Machine Catalog description for administrators: (Optional)

| Example: Windows 7 SP1 desktops for the London Sales office |

To complete the deployment, assign this Machine Catalog to a Delivery Group by selecting
Delivery Groups and then Create or Edit a Delivery Group.

10. On the Summary dialog enter the Machine Catalog name and then select Finish button

to continue.

Creating Catalog VMW XDT VDI...

Copying the master image

11. A progress bar will be displayed on the Studio dialog while the machines are being
provisioned. Click the Hide progress button to allow the process to complete in the

background.
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File Action View Help
& z[=

| Console Root
4 4 Citrix Studio (SiteLocationMarme)
O Search
'S Machine Catalogs
£ Delivery Graups
[= Palicies
[# Logging
4 (@ Configuration
A Administrators
= Controllers
=1 Hosting
4 Licensing
3 storeFront
[y App-v Publishing
4 B Citrix StoreFront
Server Group
2 Authentication
3 stores
Receiver for Web
% NetScaler Gateway
# Beacons

Creating XenDesktop Machine Catalogs and Delivery Groups

Citrix Studio

CiTRIX

Machine Catalog + | machine type
Windaws Desktop OS (Virtual)
User data: On local disk
| Windows Desktop OS (Virtual)
User data: Discard

Master Images
Allocation Type: Static
VMW XDT VDI
Allcation Type: Random

No. of machines | Allocated mach...

1
Provisioning methad; Manual

0
Provisioning method: Machine cr

0

0

Details - Master Images

Details | Machines | Administrators

Machine Catalog Machine
Name: Master Images Installed VDA version:  Unknown
Machine Type: Windows Desktop 0S...  Operating System: Unknown
Provisioning Method:  Manual

Actions

Machine Catalogs

Create Machine Catalog
View

(G Refresh

Help

Master Images

[EL Add Machines

[E} Edit Machine Catalog

B view Machines

[ Delete Machine Catalog

wll Renare Machine Catalag

[Z TestMachine Catalog

Help

12. A progress bar continues to be displayed on the center pane of the Machine Catalogs
screen in Citrix Studio.

Once the machine catalog is created, re-enable the vGPU profiles in the next step.

11.4 CONFIGURING CATALOG VMS TO ENABLE GRID
VGPU PROFILES

Perform the following procedure to each VM provisioned in both the Random and Static
Machine Catalogs. Use a Static Machine Catalog if DHCP is not available.

CAUTION: If using static assigned IP addresses boot machines up and assign IP
addresses before adding Shared PCI device for vGPU. VMware console is not usable
with vGPU enabled.
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vmware:* vSphere Web Client  #=

Navigator X | 5 vMwxpT001 | Actions +
<4 Home O Getling Started | Summary | Monit
(v | B 8 @
w [ depvcpelab
v [lg Datacenter
~ [ memT Powered Off
FL1019.04
fp deplic
[, FreeNAS
G vCenter Server Applia... Launch Remote Console
G XDVM Download Remote Console @
~ [ Production e
B 10.19.02
@10190? » CPU 2 CPU(s), C
| I R V" ] angs M
&1 VMWXDT002 Gh Actions - VMWXDTO01 i
@ vmwxpToos POV ’ j
& VMwxDTo04 ~ CuestOS '
Snapshots ¥ sk

£ Workstation
Open Console

= ror
& Migrate... n
Clone >
Template b
Fault Tolerance T
VM Policies o
Compatinility » L
Export System Logs..
Hg EditResource Settings
@ Edit Settings...
- - 0= Move To...
faceatiacks | Rename...
Task Name Edit Notes...
Reconfigure virtual machine Tags & Custom Aftributes ¥ dle
Create virtual machine Add Permission... dle
Reconfigure virtual machine Alarms » dle
Reconfigure virtual machine Remove from Inventory ale
Reconfigure virtual machine Delete from Disk ale

My Tasks ~  Tasks Filter ‘] All vRealize Orchestrator plugin Actions  » l

1. In the vSphere Web Client right click on a VM in the Catalog. Select Edit Settings to
open the VM Settings dialog.
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51 VMWXDT001 - Edit Settings (2) b
[Vimial Hardware | VM Options | SDRS Rules | vApp Options ]
» [ CPU (2 -] ®
ANDE | i
MB -
» B Memory [;], New Hard Disk |~
» 2 Hard disk 1 {3 Existing Hard Disk GB Rd
» (2 Hard disk 2 £ RDM Disk mMe |+
Other disks
Network
3 SCSl controller 0
b Network adapter 1 | u@) CD/DVD Drive | v.| [ Connect...
» @ CDDVD drive 1 | 1 FloPPY Drive [~
» [H] video card | Serial Port | - |
» (@) SATA controller 0 [@ Parallel Port
» 53 VMCI device Host USE Device
» Other Devices USB Controller
SCSI Device
& PCi Device
|& Shared PCI Device
SCSI Controller
SATA Controller
MNew device: | la Shared PCI Device | v] Add
Compatibility: ESXi 6.0 and later (VM version 11) oK Cancel

2. On the VM Edit Settings dialog click on the New device drop down menu at the
bottom and select Shared PCI device.
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51 VMWXDTO001 - Edit Settings

N

[Vj.rmm Hardware | VM Options | SDRS Rules | vApp Options ]

3 % SCSl controller 0 LSl Logic SAS

» @ cPU 2 |-e

» 3l Memory | 4006 |-'| [me |-'_|

» (3 Hard disk 1 32 > |eB |.:|

» (2 Hard disk 2 16 E] (M [+
Other disks Manage other disks

3 Metwork adapter 1 | VM Metwork

| v‘| [ Connect...

» (@ CD/DVD drive 1 | Client Device

|

+ [ Video card | Specify custom settings

|V|

v (@) SATA controller 0
» 53 VMCI device

» Other Devices

~ NewPCldevice | NVIDIAGRID vGPU

|'|

GPU Profile grid_m&0-8q

of such virtual machines.

-]

& Note: Some virtual machine operations are unavailable when
PCIPCle passthrough devices are present. You cannot
suspend, migrate with vMotion, or take or restore snapshots

New device: [ [& shared PCI Device

Compatibility: ESXi 6.0 and later (VM version 11)

|- (ady

OK

Cancel

Select Add button to add the Shared PCI Device to the VM.
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51 VMWXDTO001 - Edit Settings

N

[Vj.rmm Hardware | VM Options | SDRS Rules | vApp Options ]

» [ CPU 2 |-e

W[99 Blmn

» (3 Hard disk 1 12 - |'r|.]

» (2 Hard disk 2 16 E] |:I'\."I87|v'.|
Other disks Manage other disks

3 % SCSl controller 0 LSl Logic SAS

b Network adapter 1 | VM Network | v‘| [ Connect...
» (® CDDVD drive 1 | Client Device B3
+ [ Video card | Specify custom settings | v'|

v (@) SATA controller 0
» 53 VMCI device

» Other Devices

~ NewPCl device | NVIDIAGRID vGPU |~

GPU Profile grid_m6G0-8g Tl

grid_m&0-2a *Is are unavailable when
grid_m60-1q 2sent. You cannot
grid_m60-1b 2 or restore snapshots

grid_me0-1a

grid_m&0-0q
grid_m&0-0b v

MNew device: Add

Compatibility: ESXi 6.0 and later (VM version 11) oK

VM settings.

Cancel

4. Select the GPU Profile for this VM and then select OK to close the dialog and save the
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Hh VMWXDTO001 - Edit Settings

20

[Vir‘ruaIHardware | VM Options | SDRS Rules | vApp Options |

» [ cPU (1 [~] @

» W Memory |4095 |v| [ mB |~

» (2 Hard disk 1 32 g |GE!7|v|

3 SCSl controller 0 LSI Logic SAS -

» Network adapter 1 | VIM Network |v | [ Connect...
» (@) CD/DVD drive 1 | Client Device | -

» Floppy drive 1 | Client Device |v |

3 El Video card | Specify custom settings | < |

¥ (@) SATA controller 0
b <53 VMCI device

» Other Devices

~ New PCldevice

[ NVIDIAGRID vGPU

|Y|

GPU Profile brid_m 60-1q

-]

A Note: Some virtual machine operations are unavailable when
PCIPCle passthrough devices are present. You cannot
suspend, migrate with vMotion, or take or restore snapshots
of such virtual machines.

New device: |

@ Shared PCI Device

[~|| Add

Compatibility: ESXi 6.0 and later (VM version 11)

oK

Cancel

5. Repeat for all VM’s provisioned on the Machine Catalog.

11.5 CREATING A XENDESKTOP DELIVERY GROUP

FOR THE MASTER IMAGE (OPTIONAL)

Although this is not a required step, the following procedure can be used to
validate the communication paths between the end user and the target VMs that
will be created from this master before they are created. This can reduce
troubleshooting time and rework.

Perform the following procedure to configure the master image access through Citrix
Receiver.
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File Action View Help
« = z[E BHE

5] Console Rast
a B Citrix Studio (SiteLocationName)

Actions

O search
™ Machine Catalogs Delivery Groups Create Delivery Group

Dl . i + [ Machinetype | Noof machines | Sessionsinuse | No.of applicati.r View »
[ Folicie| _ Greate Delivery Group I & et

efres
(# Loggin[yiew b
4 B> Config @ Hep

£oaq Refren

[ Co Help

= Hosum

y
4 Licensing
@ StoreFront
[y App-Y Publishing
a B Citrix StoreFront
Server Group
2 Authentication
3 stores
B Receiver fortiveb
5 MetScaler Gateway
9 Beacons

No items selected

1. Login to the XenDesktop server and open Citrix Studio. Right-click on Delivery
Groups from the left-hand pane and select the Create Delivery Group menu item.

Studio Getting started with Delivery Groups

Delivery Groups are collections of desktops and applications (which could be in Application
Groups) that are created from Machine Catalogs. Create Delivery Groups for specific teams,

Introduction ‘ departments, or types of users.
|
|

Machines
Make sure you have enough machines available in desktop OS or server OS Machine

Machine allocation Catalogs to create the Delivery Groups you need.

Delivery Type
Users
Desktop Assignment Rules

Summary

[ Don't show this again

Back Next

2. On the Create Delivery Group dialog select the Next button to continue.
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Studio Machines
Select a Machine Catalog.
1 Catalog Type Machines
¥ Introduction O Master Images VDI Manual Static Local Disk
Machines O VMW XDT VDI VDI MCS Random 4
Machine allocation
Delivery Type
Users
Desktop Assignment Rules
Summary
Machines assigned to users: 1

o Select specific machines that have been assigned to users on the following screen.

3. On the Machines dialog select the master image catalog that we created earlier. Select
the Next button to continue.

Studio User Assignments:
Machine name l Users
‘ PE\WORKSTATION PEK

¥ Introduction

¥ Machines
Machine allocation
Delivery Type

Users

Desktop Assignment Rules

Summary

Import list... | | Export list...

4. On the User Assignments dialog optionally assign users to machines and then select
the Next button to continue.
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Studio

¢ Introduction

¥ Machines

+ Machine allocation
Delivery Type
Users
Desktop Assignment Rules

Summary

Delivery Type

You can use the machines in the Catalog to deliver desktops or applications to your users,
Use the machines to deliver:

(®) Desktops

() Applications

Note: For Linux OS machines, consult the administrator documentation for guidance.

(oo ) T (o |

On the Delivery Type dialog accept the default selection of Desktops radio button and
then select the Next button to continue.

Studio

¢ Introduction

v Machines

¥ Machine allocation
 Delivery Type

Users

Summary

Desktop Assignment Rules ‘

Users

Specify who can use the applications and desktops in this Delivery Group. You can assign users
and user groups who log on with valid credentials.

® Allow any authenticated users to use this Delivery Group.

() Restrict use of this Delivery Group to the following users:

Add users and groups

Add.. R:

n

move

On the Users dialog, select Restrict use of this delivery group to the following users,
then select the Add button to use the Active Directory Select Users and Groups to grant
users or groups access to the delivery group.
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Select this object type:

Creating XenDesktop Machine Cata

|Users or Groups

| | Object Types... |

Frarn this location:

|Entire Directary

|| Locations... |

Enter the object names to select [examples):

Check Mamesz

logs and Delivery Groups

7. On the Select Users and Groups dialog search for and add the users and groups that
will be granted access to the delivery group. Select the OK button to continue.

Studio

¥ Introduction
¥ Machines
¥ Machine allocation
+ Delivery Type
Users
Desktop Assignment Rules

Summary

Users

Specify who can use the applications and desktops in this Delivery Group. You can assign users
and user groups who log on with valid credentials.

) Allow any authenticated users to use this Delivery Group.
(®) Restrict use of this Delivery Group to the following users:

John JK. Kennedy (PE\jk)

Remie

8. On the Users dialog select the Next button to continue.
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Create Delivery Group

Studio Desktop Assignment Rules

Add users or groups who will be assigned a machine when they launch the desktop. When a
machine is assigned to a user, it remains with that user, even if you later edit the Delivery Group
and remove the assignment rule below.

Add assignments

Desktop Assignment
Rules

Summary

Add..

. Back ’ Next 1 Cancelﬂ

9. On the Desktop Assignment Rules dialog, click Add. Give the new rule a display name.
Select Restrict use of this delivery group to the following users, then select the Add
button to use the Active Directory Select Users and Groups to grant users or groups
access to the delivery group.

select Users or Groups -
Select this object type:
|Llsers or Groups | | Object Types... |
Frarn this location:
|Entire Directary | | Locations... |

Enter the object names to select [examples):
| Check Mamesz

o] oo ]

10. On the Select Users and Groups dialog search for and add the users and groups that
will be granted access to the delivery group. Select the OK button to continue.
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Display name: ‘JK |
Studi: Description: [ Example: Assigned desktops for Finance Dept. |
The name and description are shown in Receiver. -
Group
¢ Introdd ) Allow everyone with access to this Delivery Group to have a desktop assigned
¥ Machin (. R?stnd desktop assignment to:
 Machin{ John JK. Kennedy (PE\jk)
+ Deliver]
« Users
Desktq
Rules
Summ
Maximum desktops per user: [:l
(] Enable desktop assignment rule
Clear this check box to disable delivery of this desktop.
jancel
=

11. On the Add Desktop Assignment Rule dialog, click OK.

Studio Desktop Assignment Rules

Add users or groups who will be assigned a machine when they launch the desktop. When a
machine is assigned to a user, it remains with that user, even if you later edit the Delivery Group

and remove the assignment rule below.
¢ Introduction J

¥ Machines Name + | Users | Desktops per user
+ Machine allocation . John JiC Kennedy (PEVK) a

+ Delivery Type

« Users

Desktop Assignment
Rules

Summary

i | e
(R sea ] Concel

12. On the Desktop Assignment Rules dialog select the Next button to continue.
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Studio summary
Machine Catalog: Master Images
& Thtrsdiction Machine type: Desktop OS
P iiack Allocation type: Static
lachines
Machines added: PE\WORKSTATION
¥ Machine allocation T mzignedto issers
« Delivery Type Delivery type: Desktops
« Users Users: John JK. Kennedy (PE\jk)
« Desktop Assignment Rules Desktop assignment rules: LS

Launch in user's home zone: No
Summary

Delivery Group name:

I Master Imagd I

Delivery Group description, used as label in Receiver (optional):

| |
(o) T (o

13. On the Summary dialog enter a unique Delivery Group name, and Display Name for the
delivery group. Select the Finish button to complete the creation of the delivery

group.

File Action View Help
«=| (E B
(] Consale Raot Actions
a B Citrix Studio (SiteLocationName) N
O search ==
= Machine Catalogs Create Delivery Group
£ Delivery Groups View N
[ policies Master Image i 6] Refresh
[# Logaing State: Enabled Urmrm=it] Drsmesm
4 [ Configuration H Hel
B Administrators
£ Contrallers | Masterlmage . 4
= Hosting [GL add Machines
E‘l ;w(cen:mgt Edit Delivery Group
orcFront
& App-¥ Publihing B Tum On Maintenance Mods
a 8§ Citrix StoreFront. &l Rename Delivery Group
iﬁr:/:rﬁtthp Delete Delivery Group
uthentication
3 stores B view Machines
B Receiver for Web [ Test Delivery Group
8% NetScaler Gateway Hel
P
9 Beacons @
Details - Master Image
Detas | hsenne aiogs | g | Asminitators |
Delivery Group State H
Name: Master Image Enabled: Yes
Display Name: Master Image Maintenance Mode: off 0
< [0 > || Description: - Registered Machines: 1 -

14. On the Delivery Groups center pane, the newly created delivery group should now be
available. Double-click on the Delivery Group row on the center pane to view the
machines that are available for delivery.
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No items selected

15. The machines available for this Delivery Group will be listed in the center pane.

11.6 CREATING A XENDESKTOP DELIVERY GROUP
FOR THE POOLED MACHINE CATALOG

Use the following procedure to create a delivery group for the pooled machine catalog.

File Action View Help
@ 2[m

No items selected

1. Right-click on Delivery Groups from the left-hand pane and select the Create Delivery
Group menu item.
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Studio Getting started with Delivery Groups

l Delivery Groups are collections of desktops and applications (which could be in Application
" Groups) that are created from Machine Catalogs. Create Delivery Groups for specific teams,
Introduction 3 departments, or types of users.

Machires Make sure you have enough machines available in desktop OS or server OS Machine
Machine allocation Catalogs to create the Delivery Groups you need.

Users

Applications

Desktop Assignment Rules

Summary

|| Don't show this again

2. On the Create Delivery Group dialog select the Next button to continue.

Studio Machines

Select a Machine Catalog.

Catalog Type Machines

¥ Introduction O VMW XDT VDI VDI MCS Random 4

Machines ‘
Machine allocation

Users

Applications |
Desktop Assignment Rules

Summary

Choose the number of machines for this Delivery Group:

Activate

VVIT

3. On the Machines dialog select the random pool catalog that we create earlier. Increase
the counter for the number of machines in this group to 4. Select the Next button to
continue.
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Studio Users

Specify who can use the applications and desktops in this Delivery Group. You can assign users
and user groups who log on with valid credentials.

¥ Introduction (®) Allow any authenticated users to use this Delivery Group.
+ Machines () Restrict use of this Delivery Group to the following users:
Users i - F— L ey
. Add users and groups
Applications
Desktops :
Summary

Add... Remove

|| Sessions must launch in a user’s home zone, if configured.

4. On the Users dialog select the Allow any authenticated users to use this Delivery
Group. Click Next.

Studio Applications

To add applications, click “Add" and choose a source. Then select applications from that source.
If you choose Application Groups, all current and future applications in the selected groups will

Pinbrsdiatss be added. You can also place new applications in 2 non-default folder and change application

properties.
¥ Machines
 Users Add applications
Applications
Desktops
Summary

Remove Properties...

Place the new applications in folder:
[@ Applications\
Change...

5. On the Applications dialog click Next.
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Studio

+ Introduction

+ Machines

+ Users

+ Applications
Desktops

Summary

Desktops

Add users or groups who can launch a desktop from this Delivery Group.

Add assignments

Edit... Remove...

6. On the Desktops dialog box click Add to permit a user or group to launch desktops

from this

delivery group.

Studi

¥ Intrody
+ Machir|
¥ Users
v Applicd

Desktd

Summg

Display name: | K

Description: | Example: Assigned desktops for Finance Dept. I
The name and description are shown in Receiver.
|| Restrict launches to machines with tag: -

() Allow everyone with access to this Delivery Group to use a desktop

@ Restrict desktop usg to:
B

Add users and groups

(¥ Enable desktop
Clear this check box to disable delivery of this desktop.

=

e

7. On the Add Desktop dialog box, give this person or group a display name, and select
the Restrict desktop use to radio button. Then click Add.
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|Users or Groups

| | Object Types... |

Frarn this location:

|Entire Directary

|| Locations... |

Enter the object names to select [examples):

Check Mamesz

8. On the Select Users and Groups dialog search for and add the users and groups that
will be granted access to the delivery group. Select the OK button to continue.

Studio

+ Introduction

¥ Users
+ Applications
Desktops

Summary

+ Machines ‘

Desktops

Add users or groups who can launch a desktop from this Delivery Group.

I

Users

K

John JK. Kennedy (PE\jK)

'

9. On the Desktop dialog select the Next button to continue.
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Studio Summary
Machine Catalog: VMW XDT VDI
¥ Introduction Machine type: Desktop 05
V Miachings Allocation type: Random
Machines added: PE\VMWXDT001
¥kl PEWMWXDT002
+ Applications PE\VMWXDT003
PE\VMWXDT004
+ Desktops 4 unassigned
Summary Users: Allow authenticated users

Desktops: JK
Launch in user's home zone: No

Delivery Group name:

IRandom Pooll I

Delivery Group description, used as label in Receiver (optional):

| |
=m| -, JEee

10. On the Summary dialog enter a unique Delivery Group name, and Display Name for the
delivery group. Select the Finish button to complete the creation of the delivery
group.

File Action View Help

@ no =

(] Cansale Root Actions

a B Citrix Studlio (SiteLocationName) .
O search
=1 Machine Catalogs Delivery Groups Create Delivery Graup

£ Delivery Groups
[ Policies
[# Logaing
4 5 Configuration
£ Administratars

Delivery Group ype of machines | Sessionsinuse | No.o . iews

Master Image

State: Enabled
. H Hep

Random Pool 5 4

State: Enabled

(G Refresh

= Controllers |RandomPool 4
S Hosting Static Pool [EL Add Machines
State: Enabled Unregistered: 0 Disconnect
o Licensing J Edit Delivery Group
StoreFront
% pp- Publshing 8 Turn On Maintenance Mode

4 ¥4 Citrix StoreFront
Server Graup
2 Authentication

@l Rename Delivery Group
Delete Delivery Group

30 Stores B View Machines
B Receiver foreb [ Test Delivery Group
% MetScaler Gatewsy H rep

§ Beacons

Details - Random Pool

Detais | Wacnine Cosogs | Usige | acminsators |
Delivery Group State H
Name: Random Pool Enabled: Yes
Display Name: Random Pool Maintenance Mode: off
< L] > Description: - Registered Machines: o B

11. On the Delivery Groups center pane, the newly created delivery group should now be
available. Double-click on the Delivery Group row on the center pane to view the
machines that are available for delivery.
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3 Citrix Studio - | ==

File Action View Help

« | z(E B[E

(] Cansole Root . ’ Actions
4 B Citrix Studlio (SiteLocationName) LI P 8 & |search  a
O Search
™ Machine Catalogs Search results for {Delivery Group Is *Static Pool")' [T select Columns
£ Delivery Groups . - - View »
Z Policies Desktop 05 Machines (4) | Server 05 Machines (0] | Sessions ()
[# Logaing ] Machin.. | Deiver, ["Wainte.. | Persis. | Powern | Regisir, || G Refresh
4 B> Configuration TXTVMWXDTS001 et tex.. @ Hep
£ Administrators TXTVMWXDTS00Z tettex...  VVMW.. Static.. - off Onlocal Off Untegi | e KOTS00 1 L eRtron., A
= Mt
Contrallers TXTVMWXDTS003 tettex,  VVMW..,  Statice. - off Onlocl Off Unregi.
® Hosting K Delete
= TXTVMWXDTS00A tette..  VVMW...  Static.. - off Onlocl Off Unregi
4 Licensing B Suspend
3 StoreFront
[ App- Publishing B Restart
a B Citrix StoreFront B Force Restart
Server Group B shut Down
2 futhentication
3 Stores B Force Shutdown
Receiver for eb &b Change User
?; MetScaler Gateway B EditTags
Beacons
G AddTag
B TumOn Mode
Details - TXTVMWXDTSO01.txt textron.com
Bl Rernowve from Delivery Group
Details | Administrators Y view Sessions
Machine Session é B Heip
Machine: TXTVMWXDTSO01 tittextr...  Current User:
< o 5 || pover siate: on ) Protocol 4

12. The machines available for this Delivery Group will be listed in the center pane.

11.7 CONNECTING TO THE CITRIX DELIVERED
DESKTOP FOR THE FIRST TIME

Perform the following procedure to access the Citrix delivered virtual machines for the
first time.

«%| 2)m Bm

|2 Console Root

Actions
4 B3 Citrix Studio (SiteLocat
Stores -
O Search
B Machine Catalogs Create Store
[ AppDisks e Service Intermal network only Export Mutti-Store Provisioni...
Delivery Gou
l: Apyl;’:ﬂvo:& = Manage NetScaler Gateways
[ Policies Manage Beacons
; Logging Set Defoult Website
b Configuratior
8 H View »
55 Controllers Detalls - Store Service G Refresh
= Hosting — He
% Licensing | |EOSSISUSONNSYCoRONRTRY) Receiver for Web Sites Shiied
D) StoreFront Recever for Wes Se Cassic bxpererce Autnentcation Methods HIMLS Recever Store Service -

I http//xctvm. pe.lab/Citra/StoreWeb Manage Delivery Controflers
Configure Unified Expenence
Manage Authentication Meth.

Manage Receiver for Web Sites

Configure Remote Access Set
Configure XenApp Services 5.
Configure Store Settings
Export Provisioning File
Remove Store

H Her

1. Using Internet Explorer or your favorite web browser navigate to the XenDesktop
servers StoreFront URL. If you are not sure what this URL is, log in to the
XenDesktop server and open Citrix Studio. On the left-hand pane, select the Stores
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menu option. Under Details select Receiver for Web Sites. Note the Website URL
displayed on the center pane.

Open the Receiver for Web URL in a web browser. If Citrix Receiver client is not
installed a prompt will be displayed to Install the client. Select the | agree with the
Citrix license agreement check box. Select Install to begin installation of the Citrix
Receiver client. Alternately select the Log on link to skip the installation and continue
to Receiver for Web.

cimpx
StoreFront

| BB

Enter User name (including domain account) and password, then select Log On to
continue.

SP-00000-001_v01.0/.| 267



Creating XenDesktop Machine Catalogs and Delivery Groups

- ————— —/ — —«

a@|© http://xdvrn.pe.ab/ Citrix/StoreWeb/ pP-c | @ci

Citrix StoreFront

Details - Details

JK Master Image

4. The Delivery Group resources that the logged in user has been granted access to will
be displayed on the Desktop catalog page. Select the Master Image icon, to test that
XenDesktop functionality is configured properly.

Internet Explorer Security -

A website wants to open web content using this
program on your computer

This program does not have a valid digital signature that verifies its
publisher. This program will open outside of Protected mode, putting your
computer at risk. You should only run programs from publishers you trust,

Mame: 5 (86 )\ Citrioc\ICA Client\wfcrun32.exe
— Publisher:  Citride Systems, Inc.

[ ]Do not show me the warning for this program again

Allow | | Don't allow

5. If an Internet Explorer Security dialog displays, select Allow.
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Mastr mage - Desion Vewer

=@ rxg

| )

-

7. When the image is fully loaded, the Windows Desktop will be displayed.
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8. The drop down tab at the top can be accessed to enter Full Screen mode.

Citrix HDX 3DPro Lossless Indicator X

| Main Functionalities:

P/ 1) Displays a green arrow on top of the icon, if the desktop
image is pixel perfect lossless.

2) Provides an option to switch to Always Lossless any time
within Session,

3) Alt+Shift+1 is the Hot Key to select/deselect Lossless Switch.

oK

9. The Citrix HDX 3DPro Lossless Indicator notice is displayed when you change
screen attributes such as entering full screen mode. This is indicating that the ICA
session is being graphically accelerated with the HDX 3D Pro technology.
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CHAPTER 12. TESTING, MONITORING, &
BENCHMARKING

This chapter describes various means of testing and benchmarking your NVIDIA GRID
installation, including;:

» NVIDIA System Management Interface (nvidia-smi)

» Testing and simulation applications and tools

12.1 TESTING VIRTUAL DESKTOPS VS PHYSICAL
ONES, IMPORTANT DIFFERENCES

Virtualization is a shared environment. It provides efficiencies and administrative ease
that are impossible with bare metal installs. Where a physical workstation or PC is one
solution to the problem of making professional visualization applications available,
virtualizing those same workloads is a very different solution. The testing and
benchmarking must be viewed accordingly. In a physical workstation, the connection to
the user is immediate; screens are delivered directly to a monitor, and keystrokes and
mouse operations are conducted directly to the system. In a virtualized system, the
video must travel across networks to devices at the user’s location. Where the goal on
bare metal is to maximize performance at that desktop, with virtual desktops the goal is
to maximize performance all the way across the network, to whatever device, over
bandwidth and latency constraints that the end user is experiencing.
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12.2 NVIDIA SYSTEM MANAGEMENT INTERFACE

The NVIDIA System Management Interface (nvidia-smi) is a command line utility based
on the NVIDIA Management Library (NVML). The NVML helps you manage and
monitor NVIDIA GPU devices by allowing you to query and (if you have the
appropriate privileges) modify the GPU device state. Information can be reported in
either XML or human-readable plain text using either standard or file output. Refer to
the nvidia-smi documentation for more information.

nvidia-smi is designed for Tesla and Fermi-based Quadro devices; however, it does
offer limited support for other NVIDIA GPUs as well.

Nvidia-smi ships with NVIDIA GRID vGPU Manager and with the graphics drivers for
each OS.

12.2.1 Querying nvidia-smi

To obtain a system-wide overview of the NVIDIA GPUs, call the nvidia-smi command
without any arguments:

$ nvidia-smi

In the following example system output, a eight virtual machines are utilizing a GRID
Tesla M60 with the M60-1Q vGPU profile, and the GPU utilization for the GPU that are
hosting the vGPU profiles is 11% and 0% respectively.

The nvidia-smi documentation is available at
http://developer.download.nvidia.com/compute/DCGM/docs/nvidia-smi-367.38.pdf.

Tue Nov 1 01:00:56 2016

- —— +
| nvidia-smi 367.43 Driver Version: 367.43

| === ———— t—— e —————— t—— e —————— +
| GPU Name Persistence-M| Bus-Id Disp.A | Volatile Uncorr. ECC |
| Fan Temp Perf Pwr:Usage/Capl| Memory-Usage | GPU-Util Compute M.

| + + |
| 0 Tesla M60 On | 0000:05:00.0 Off | Off

| N/A 44C P8 24W / 150W | 4520MiB / 8191MiB | 11% Default |
o Fo————————— Fo———— +
| 1 Tesla M60 On | 0000:06:00.0 Off | Off |
| N/A 40C P8 23W / 150W | 3619MiB / 8191MiB | 0% Default |
o o o +
B e L L LT +
| Processes: GPU Memory |
|  GPU PID Type Process name Usage

| |
| 0 108782 C+G CLonevGPUOO1 896MiB |
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| 0 113970 C+G LinkedClone002 896MiB |
| 0 114062 C+G LinkedClone004 896MiB |
| 0 114313 C+G LinkedClone006 896MiB |
| 0 114314 CH+G LinkedClone007 896MiB |
| 1 114059 C+G LinkedClone001 896MiB |
| 1 114060 C+G LinkedClone005 896MiB |
| 1 114061 C+G LinkedClone003 896MiB |
| 1 114827 C+G CLonevGPU002 896MiB |
e e e T e e +

12.2.2 Monitoring

Adding command switches allows you to use nvidia-smi to monitor GPU performance
metrics. To monitor the GPU utilization for the GPU hosting the vGPU (not the vGPU
utilization) in the section 12.2.1, Querying nvidia-smi example on page 272, use the
following command switches:

» --idis the PCI address of the device being queried. You can determine the address
from the nvidia-smi output or by using the gpuvm command.

» --format is the desired output format (CSV format, in this example).

» --query is the types of data you wish to query and output. Be sure to separate date
using commas, and refrain from using spaces.

» -1is the number of seconds to loop the query (3 seconds in this example)

» > Win7-c01-GPU.log redirects the console output into a file.
Press CTRL+c to stop logging.

This following example logs GPU performance to the file Win7-c01- GPU.log:

$ nvidia-smi --1d=0000:86:00.0 --format=csv --query-
gpu=utilization.gpu,utilization.memory,memory.total, memory.used,memory.
free -1 3 > Win7-c01-GPU.log

Begin collecting GPU metrics by launching an application. When finished, press CTRL+c
to stop logging.

Use the following command to display the logging results:

$ cat Win7-c01-GPU.log

The system returns output similar to the following;:

utilization.gpu [%], utilization.memory [%], memory.total [MiRBR],
memory.used [MiB], memory.free [MiB]

0 8191 MiB, 919 MiB, 7272 MiB

8191 MiB, 919 MiB, 7272 MiB

8191 MiB, 919 MiB, 7272 MiB

8191 MiB, 919 MiB, 7272 MiB

8191 MiB, 919 MiB, 7272 MiB

8191 MiB, 919 MiB, 7272 MiB

~
~

~
~

~
~

~

~
~

O O O O O o

o° o o0 o° oo oe

~

o° o o0 o° oo oe
~ ~
O O O O O
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0 %, 0 %, 8191 MiB, 919 MiB, 7272 MiB
0%, 0 %, 8191 MiB, 919 MiB, 7272 MiB
0%, 0 %, 8191 MiB, 919 MiB, 7272 MiB
0 %, 0 %, 8191 MiB, 919 MiB, 7272 MiB
0 %, 0 %, 8191 MiB, 919 MiB, 7272 MiB
0 %, 0 %, 8191 MiB, 919 MiB, 7272 MiB
0 %, 0 %, 8191 MiB, 919 MiB, 7272 MiB
0 %, 0 %, 8191 MiB, 919 MiB, 7272 MiB
42 %, 31 %, 8191 MiB, 920 MiB, 7271 MiB
39 %, 30 %, 8191 MiB, 920 MiB, 7271 MiB
5%, 1 %, 8191 MiB, 920 MiB, 7271 MiB
4 %, 1 %, 8191 MiB, 920 MiB, 7271 MiB
21 %, 12 %, 8191 MiB, 920 MiB, 7271 MiB
23 %, 12 %, 8191 MiB, 920 MiB, 7271 MiB
18 %, 10 %, 8191 MiB, 920 MiB, 7271 MiB
81 %, 56 %, 8191 MiB, 920 MiB, 7271 MiB
90 %, 60 %, 8191 MiB, 920 MiB, 7271 MiB
92 %, 61 %, 8191 MiB, 920 MiB, 7271 MiB
82 %, 55 %, 8191 MiB, 920 MiB, 7271 MiB
92 %, 61 %, 8191 MiB, 920 MiB, 7271 MiB
89 %, 59 %, 8191 MiB, 920 MiB, 7271 MiB
90 %, 58 %, 8191 MiB, 920 MiB, 7271 MiB
95 %, 62 %, 8191 MiB, 920 MiB, 7271 MiB
92 %, 61 %, 8191 MiB, 920 MiB, 7271 MiB
82 %, 54 %, 8191 MiB, 920 MiB, 7271 MiB
94 %, 66 %, 8191 MiB, 920 MiB, 7271 MiB
5%, 1 %, 8191 MiB, 921 MiB, 7270 MiB
2 %, 0 %, 8191 MiB, 921 MiB, 7270 MiB
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You can use a graphing application to display the overall GPU utilization and GPU

memory utilization.

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%

0%

GPU and FB utilization

1 6

11

e tilization.gpu [%]

16 21

26 31

e tilization.memory [%]
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Figure 12-1 Graphed Log Output

12.3 TESTING/SIMULATING APPS AND TOOLS

This section contains numerous examples of tools and applications used for testing
performance, benchmarking, and other verification purposes.

12.3.1 GPUProfiler

> https://github.com/[eremyMain/GPUProfiler/releases

12.3.2 Browsers
HTML 5 (Fishbowl): http://ie.microsoft.com/testdrive

Internet Explorer: http://windows.microsoft.com/en-us/internet-explorer/download-ie

Chrome: http://chrome.google.com

Firefox: www.mozilla.org/firefox

Facebook: www.facebook.com
NVIDIA: www.nvidia.com
ESPN: www.espn.com

vy v v v v v v

12.3.3 Microsoft

» Office 2013 (turn on and off GPU Acceleration): http://www.microsoft.com/en-
us/evalcenter/evaluate-office-professional-plus-2013

» Office 2016: https://products.office.com

12.3.4 Dassault Systemes

» SOLIDWORKS: http://www.solidworks.com/sw/purchase/solidworks-trial.htm
» CATIA: http://www.3ds.com/products-services/catia

12.3.5 PTC

» Creo: http://www.ptc.com/product/creo

12.3.6 Siemens

» Siemens NX: http://www.plm.automation.siemens.com/en_us/products/nx/
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12.3.7 OpenGL

FurMark: http://www.ozone3d.net/benchmarks/fur

Unigine: http://unigine.com/products/benchmarks/

Heaven (newest): http://unigine.com/products/heaven/

Valley: http://unigine.com/products/valley/

Tropics: http://unigine.com/en/products/benchmarks/tropics

vy v v v v v

Sanctuary: http://unigine.com/en/products/benchmarks/sanctuary

12.3.8 Lego Designer

» Lego Designer: http://Idd.lego.com/en-us/

12.3.9 Adobe

» Reader: http://get.adobe.com/reader

Acrobat: http://www.adobe.com/Acrobat XI

Creative Cloud Suite: http://www.adobe.com/CreativeCloud

Photoshop (with high-resolution images): http://www.adobe.com/Photoshop

vy v.v v

Illustrator: http://www.adobe.com/Illustrator

12.3.10 BitSquid Stone Giant

» Bitsquid Stone Giant: http://international.download.nvidia.com/geforce-
com/international/techdemos/stone _giant _setup.exe

12.3.11 Google Earth

» Locally installed: https://www.google.com/earth/explore/products/desktop.html

» Chrome delivered: https://www.google.com/earth/explore/products/plugin.html

12.3.12 Hulu/YouTube videos

» Try an assortment of videos with dialog, as this is critical for the video playback test
(making sure lips are moving in time with the audio).

12.3.13 Autodesk

»  AutoCAD: http://www.autodesk.com/products/autocad/free-trial

» Revit: http://www.autodesk.com/products/revit-family/free-trial

» Revit samples: http://grabcad.com/library/software/autodesk-revit
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http://www.adobe.com/Acrobat_XI
http://www.adobe.com/CreativeCloud
http://www.adobe.com/Photoshop
http://www.adobe.com/Illustrator
http://international.download.nvidia.com/geforce-com/international/techdemos/stone_giant_setup.exe
http://international.download.nvidia.com/geforce-com/international/techdemos/stone_giant_setup.exe
https://www.google.com/earth/explore/products/desktop.html
https://www.google.com/earth/explore/products/plugin.html
http://www.autodesk.com/products/autocad/free-trial
http://www.autodesk.com/products/revit-family/free-trial
http://grabcad.com/library/software/autodesk-revit

Testing, Monitoring, & Benchmarking

12.3.14 Slicer3D

» 3D Slicer: http://download.slicer.org/

12.3.15 FutureMark

» 3DMark: http://www.futuremark.com/benchmarks/3dmark

» PCMark: http://www.futuremark.com/benchmarks/pcmark8
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CHAPTER 13.
KNOWN [SSUES

This section lists some of the known issues that are current as of the publication date of
this manual.

13.1 UNINSTALLING EXISTING VSGA VIB TO
INSTALL THE NVIDIA GRID VGPU VIB

You must uninstall an existing NVIDIA VIB file before installing a new vSGA or
vGPU VIB. As of this publication, the NVIDIA VIBs for vSGA and vGPU are mutually
exclusive.

To uninstall the NVIDIA VIB file for the purposes of upgrading the vib, issue the
following command:

esxcli software vib remove -n NVIDIA-vgx-VMware vSphere 6 Host Driver

The output should be:

Removal Result
Message: Operation finished successfully.
Reboot Required: false
VIBs Installed:
VIBs Removed: NVIDIA bootbank NVIDIA-vGPU-
VMware ESXi 6.0 Host Driver 367.43-10EM.600.0.0.2494585
VIBs Skipped:

To verify the installation status of the NVIDIA VIB, issue the following command in a
vSphere shell:

esxcli software vib list | grep NVIDIA
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» If an NVIDIA VIB is not installed, the command will not return any output.

» If an NVIDIA VIB is installed, the output will be:

NVIDIA bootbank NVIDIA-vGPU-VMware vSphere 6 Host Driver 367.43-
10EM.600.0.0.2494585
NVIDIA VMwareAccepted 2016-11-22

13.2 NVIDIA WDDM ISSUES

After installing the NVIDIA WDDM driver in a VM and connecting with Horizon
Client, the desktop will not be visible from the Host Client console.
» Without a console, the vSphere Web Client can still provide the IP address of a VM.

» With Horizon Agent Direct Connection, a Horizon Client can connect directly to the
IP address of a VM.

13.3 VGPU-ENABLED VMS AND NVIDIA-SMI FAIL TO
START

If vGPU-enabled VMs are assigned too high a proportion of the server’s total memory,

one of more of the VMs may fail to start with the error “The available memory
resources in the parent resource pool are insufficient for the

operation”, and nvidia-smi run in the host shell returns the error "-sh: can't fork'.

For example, on a server configured with 256GB of memory, these errors may occur if
vGPU-enabled VMs are assigned more than 243GB of memory. Reduce the total amount
of system memory assigned to the VMs.

13.4 VMOTION AND DRS NOT SUPPORTED

Virtual machines utilizing vGPU, or vDGA/pass-through, or SR-IOV, do not support
vMotion or similar live motion functionality due to the dependence on a physical
hardware resource. Cold motion, shutting down the virtual machine and moving it to
another identically GPU equipped host, works well.
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TROUBLESHOOTING

This section contains procedures for resolving common issues.

Before troubleshooting or filing a bug report, review the release notes for
information about known issues with the current release, and potential
workarounds.

14.1 TROUBLESHOOTING PROCEDURE

If a vGPU-enabled virtual machine either fails to start or does not display any output
when it does start, follow these procedures to narrow down the probable cause.

14.1.1 Confirm the GPU Installation

Run the following command on the vSphere host to confirm that the graphics adapter
has been physically installed correctly, and that vSphere is aware of the device:

$ 1lspci | grep -1 display

Output should look similar to the following:

0000:0f:00.0 Display controller: Matrox Electronics Systems Ltd. MGA
G200e [Pilot] ServerEngines (SEP1)

0000:86:00.0 Display controller: NVIDIA Corporation NVIDIATesla M60
[vmgfx0]

0000:87:00.0 Display controller: NVIDIA Corporation NVIDIATesla M60
[vmgfx1]
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In this example, the bottom two devices 86:00.0 and 87:00.0 are associated with the
Tesla M60 card.

Run the following command to list details about the GPUs listed above:

$ esxcli hardware pci list -c 0x0300 -m Oxff

You should see output like the following for each of the device class 0x300 (Display):

0000:86:00.0
Address: 0000:86:00.0
Segment: 0x0000
Bus: 0x86
Slot: 0x00
Function: 0x0
VMkernel Name: vmgfx0
Vendor Name: NVIDIA Corporation
Device Name: NVIDIATesla M60
Configured Owner: Unknown
Current Owner: VMkernel
Vendor ID: 0x10de
Device ID: 0x13f2
SubVendor ID: 0x10de
SubDevice ID: 0x1l1l5e
Device Class: 0x0300
Device Class Name: VGA compatible controller
Programming Interface: 0x00
Revision ID: Oxal
Interrupt Line: 0x0b
IRQ: 255
Interrupt Vector: 0x37
PCI Pin: 0x00
Spawned Bus: 0x00
Flags: 0x0201
Module ID: 21
Module Name: nvidia
Chassis: 0
Physical Slot: 4294967295
Slot Description: SlotID:5; relative bdf 01:00.0
Passthru Capable: true
Parent Device: PCI 0:133:8:0
Dependent Device: PCI 0:134:0:0
Reset Method: Bridge reset
FPT Sharable: true

14.1.2 Setting the GPU Graphics Mode

To ensure that the GPUs are set to the proper GPU mode, complete the following
procedure.
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CAUTION: The gpumodeswitch VIB and the GPU Driver VIB cannot be
simultaneously installed. Doing so prevents the gpumodeswitch driver from
operating properly.

1. If the GPU Driver VIB is currently installed, uninstall it. Refer to Section 6.2
Uninstalling the VIB on page 135

2. Upload the gpumodeswitch software VIB to the ESXi server. Refer to Section 6.1.1
Uploading VIB in vSphere on page 128

3. Place the server in Maintenance Mode. See Section 6.1.2 Place the Host in Maintenance
Mode on page 133

4. Issue the following command to install the gpumodeswitch VIB, where <path> is the
full path to the VIB file:

$ esxcli software vib install --no-sig-check
-v /<path>/NVIDIA-GpuModeSwitch-10EM.600.0.0.2494585.x86 64.vib

The following error displays if you do not use the full path:
[VibDownloadError] .

When the installation is successful, the following displays:

Installation Result:

Message: Operation finished successfully. Reboot Required: false
VIBs Installed: NVIDIA bootbank NVIDIA-

VMware ESXi 6.0 GpuModeSwitch Driver 1.0-10EM.600.0.0.2494585

VIBs Removed:
VIBs Skipped:

Although the display states “Reboot Required: false”, a reboot is necessary for the
vib to load.

5. Reboot the host by typing Reboot and pressing ENTER.

6. Once the server has rebooted, log in to the console and execute the following
command:

$ gpumodeswitch --listgpumodes

The following output (or similar) will be displayed.

NVIDIA GPU Mode Switch Utility Version 1.23.0
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Copyright (C) 2015, NVIDIA Corporation. All Rights Reserved.

Tesla M60 (10DE, 13F2,10DE, 115E) H:--:NRM
S$:00,B:05,PCI,D:00,F:00

Adapter: Tesla M60 (10DE, 13F2,10DE, 115E) H:--:NRM
S:00,B:05,PCI,D:00, F:00

Identifying EEPROM...
EEPROM ID (EF,3013) : WBond W25X40A 2.7-3.6V 4096Kx1S, page
GPU Mode: Graphics

Tesla M60 (10DE, 13F2,10DE, 115E) H:--:NRM
5:00,B:06,PCI,D:00,F:00

Adapter: Tesla M60 (10DE, 13F2,10DE, 115E) H:--:NRM
S$:00,B:06,PCI,D:00, F:00

Identifying EEPROM...
EEPROM ID (EF,3013) : WBond W25X40A 2.7-3.6V 4096Kx1S, page
GPU Mode: Graphics

7. If the GPU is not in Graphics mode, set all available GPU to graphics mode by
entering the following command:
$ gpumodeswitch --gpumode graphics

8. When prompted, type y to confirm the mode switch.

NVIDIA GPU Mode Switch Utility Version 1.02 Copyright (C) 2015, NVIDIA
Corporation. All Rights Reserved.

Update GPU Mode of all adapters to "graphics"?

Press 'y' to confirm or 'n' to choose adapters or any other key to
abort: y

You should see output like the following:
Updating GPU Mode of all eligible adapters to "graphics"

Tesla M60 (10DE, 13F2,10DE, 115E) H:--:NRM
S:00,B:05,PCI,D:00,F:00
Adapter: Tesla M60 (10DE,13F2,10DE, 115E) H:--:NRM

S:00,B:05,PCI,D:00,F:00

Identifying EEPROM. ..
EEPROM ID (EF,3013) : WBond W25X40A 2.7-3.6V 4096Kx1S, page

Programming UPR setting for requested mode..
License image updated successfully.

Programming ECC setting for requested mode..
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The display may go *BLANK* on and off for up to 10 seconds or more
during the update process depending on your display adapter and output
device.

Identifying EEPROM...

EEPROM ID (EF,3013) : WBond W25X40A 2.7-3.6V 4096Kx1S, page
NOTE: Preserving straps from original image.

Clearing original firmware image...

Storing updated firmware image...

Verifying update...

Update successful.

Firmware image has been updated from version 84.04.85.00.03 to
84.04.85.00.03.

A reboot is required for the update to take effect.

InfoROM image updated successfully.

Tesla M60 (10DE, 13F2,10DE, 115E) H:--:NRM
5:00,B:06,PCI,D:00,F:00
Adapter: Tesla M60 (10DE, 13F2,10DE, 115E) H:--:NRM

S:00,B:06,PCI,D:00,F:00

Identifying EEPROM. ..
EEPROM ID (EF,3013) : WBond W25X40A 2.7-3.6V 4096Kx1S, page

Programming UPR setting for requested mode..
License image updated successfully.

Programming ECC setting for requested mode..

The display may go *BLANK* on and off for up to 10 seconds or more
during the update process depending on your display adapter and output
device.

Identifying EEPROM. ..

EEPROM ID (EF,3013) : WBond W25X40A 2.7-3.6V 4096Kx1S, page
NOTE: Preserving straps from original image.

Clearing original firmware image...

Storing updated firmware image...

Verifying update...

Update successful.

Firmware image has been updated from version 84.04.85.00.04 to
84.04.85.00.04.

A reboot is required for the update to take effect.
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InfoROM image updated successfully.

9. Uninstall the gpumodeswitch VIB by executing the following command:

$ esxcli software vib remove -n NVIDIA-
VMware ESXi 6.0 GpuModeSwitch Driver

10. Reinstall the vGPU Manager VIB. Refer to section 6.1 Prepare and Install the VIB Files
on page 128

14.1.3 Verify the VIB Installation

Run the following command using a shell on the host server to confirm that the VIB is
installed:

$ esxcli software vib list | grep NVIDIA

If the vib is installed, then the output should like something like this:

NVIDIA-vGPU-VMware ESXi 6.0 Host Driver 367.43-10EM.600.0.0.2494585
NVIDIA VMwareAccepted 2016-11-23

14.1.4 Confirm VIB Loading

To confirm that the NVIDIA module has been loaded, run the following command:

$ esxcfg-module -1 | grep nvidia

The result should be:
nvidia 2 11312

If there is no output, manually load the module by issuing the following command:

$ esxcli system module load -m nvidia

You can verify that the module loaded using the following command:

$ cat /var/log/vmkernel.log | grep NVRM

Include any NVRM specific output from /var/log/vmkernel.log in any support
requests regarding module loading errors.

The vmkernel.log should be one of the first places you look when troubleshooting
VGPU issues.

14.1.5 Confirm PCIl Bus Slot Order

If you installed a second lower-end GPU in the server, it is possible that the order of the
cards in the PCle slots will choose the higher-end card for the vSphere console session. If
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this occurs, either swap the two GPUs between PCle slots or change the Primary GPU
settings in the server BIOS.

14.1.6 Check for X.0rg Server Issues

If vGPU-enabled virtual machines fail to start, confirm that the X.Org server is
functioning, as this is a fundamental service and necessary for vGPU. You can do this
via the web UI of the vSphere Web Client, or via SSH to that vSphere host.

14.1.6.1 Managing X.0rg Server via the Web Client

1.

Fle Edk View Favortes Tooks Help

vmware' vSphere Web Client  #= Updated at 205PM € | Administrator@VSPHERE LOCAL = | Heip
Navigator R 103123511  Actions ~ =~
4 Home 0 Gefling Started  Summary Monitor | Manage Related Objects

i a a Q

v (3 veenterspp nvicka Jab Setings | Networking | Storage | Alarm Definitions | Tags | Permissions

v [ PSG
» [ Management “ Direct Console Running
» ) Production | Time Configuration - ESXi She Running
J I Authentication Services 88H Running
“RLED Certificate Load-Based Teaming Dae..  Running

a 103123515
(5 Yorkstation

Power Mansgement Active Direclory Service Stopped
NTP Daemon Running
Advanced System Settings
PCISC Smart Card Daemon Stopped
System Resowrce

Reservation Stopped
Security Profile Stopped
. Running
System Swap
VProbe Daemor Stopped
v Hardware
ViMware vCenter Agent Running
Processors
K Org Server Slopped
Momory
‘ Graphics Lockdown Mode ‘_E_“i
Power Managoment Yhen enal down mode prevents rem from
PCl Devices . lopging ¢ his host. The host wil onl consible
] hrough th onsoko of an authortzed co d

Using the VMware vSphere Web Client, browse to the host in question via the menu
on the left. From Home, click Hosts, then drill down and single click on the specific
host. Using the view on the main window to the right, click the Manage tab, then the
Settings sub-tab, then scroll down then menu to the Security Profile section as shown
below. On the Security Profile list, scroll down to the Services section, look for X.Org
Server.
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Updated at 205 Q) | Administrator@VSPHERE LOCAL «

8080 (TCP)

Navigator X [ 103123511  Actions ~

| 4 Home (o) Getting Started  Summary  Monitor  Manage =~ Related Objects
o |[&@ 8 @  [—
F. (P weenterappe vidialab | ISellings | Networking | Storage | Alarm Definitions | Tags | Permissions

v [aPse « vSamwp

» © Management

1 » §J Production Time Configuration O e==s
| W 103123611 > Authentication Services

@ 1031.23512
@ 1031235145
rbwan.s:ahon

Cortiticate
Power Management
Advanced System Settings

Systom Resource
Reservation

Security Profile

System Swap
 Hardware
Processors
Momory
Graphics
Power Management

PCIDevicos M

Name

Direct Console W

ESX Shelt

88H

Load-Basad Teaming Dae.
Active Diroctory Service
NTP Daemon

PCISC Smant Card Daemon
CIM Server

SNMP Server

Syslog Server

VProbe Daemon

Viware vCenter Agent
X019 Server

Daamon

Running
Running
Running
Running
Stopped
Running
Stopped
Stopped
Stopped
Running
Stopped
Running
Stoppec

| Heip |

Al

Edn

2. In the Services section you can see the current reported status of the X.Org Server
service. To change or restart it, single click on X.Org Server, then click Edit.

@ 10.31.235.11: Edm Security Profile

T provide access o & serice or client, check

Start and stop wiih host

the comesponding box

Hame raemen
CiM Sanver Stoppad
ENMP Server Stopped
Syslog Server Running
YPrabe Dasmon Stopped
Wb WD BT AQEAL Running
H.Owg Barvar Stappad
= Benice Detalls  Stopped

Elalus Stopped

Slart
Mote: Action will take place immediataly
Startup Falicy | Start and stop with host =

By defaull, daemons will starl aubornatically when any of thelr ports are opened, and siop when all of their pors are closed

| oK

|| Cancel |

3. The service edit window appears, showing current reported status and allowing you
access to starting, stopping, restarting, and managing service behavior on server
boot. For a vGPU host, you want the service to start and stop with the host. In the
example below we show the service as stopped, click Start.

SP-00000-001_v01.0/.| 287



Troubleshooting

G 10U31.235.14: Edil Security Profile 71

To provide access bo a senice or client, check the comespanding box
Bty default, daemons will star sutornatically when any of thelr ports sre opened, and stop when all of their ports are tlosed

Hame aemen

CIM Sarver Stoppad
SMMP Serv Slopped
Syslog Sener Running
VFrobe Dagmon Stoppad
Vidware wCenler Agent Running
KO Sareer Running

= SBervice Detalle  Running
Etalus Running
Stop Restart
Mote: Ackion will takee place rmmediabaly
Startup Palicy Start and stop with host -

Sear and Flop wih ios

O Cancel

4. The window will refresh and the service should start.

5. Check that your vGPU guests can now start.

14.1.6.2 Managing X.Org via CLI

1. Using SSH, connect to the host running vGPU and log in.

= PuTTY is a useful Windows based tool to gain SSH access to a host.

2. Check the status of X.Org Server:
$ /etc/init.d/xorg status

If the X.Org server is operating correctly, the system displays the following output:

Xorg is running

If the X.Org server is not running, the system displays the following output:

Xorg is not running

3. Start the X server using the following command, if necessary:
$ /etc/init.d/xorg start

The system should return the following messages:
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XorgO started
Xorgl started

4. To troubleshoot an X.Org startup issue, examine the log file for NVIDIA- and/or
GPU-related message using the following command:
$ cat /var/log/Xorg.log | grep -E "GPU|nv”

14.1.7 Check nvidia-smi

The NVIDIA System Management Interface (nvidia-smi) is the primary tool to see how
much of each GPU is in use when using the NVIDIA driver. To see data about the
physical card, run nvidia-smi on the host by issuing the following command in an SSH
session:

$ nvidia-smi

This shows various details of GPU status and usage at the time the command is issued.
(The data display is not dynamically updated).

The system returns output similar to the following;:
Wed Nov 23 18:44:31 2016

+ ______________________________________________________________________
——————— +

| nvidia-smi 367.43 Driver Version: 367.43

\

|- ——— - -
——————— +

| GPU Name Persistence-M| Bus-Id Disp.A | Volatile
Uncorr. ECC |

| Fan Temp Perf Pwr:Usage/Cap| Memory-Usage | GPU-Util
Compute M. |

\ + +

=======|

\ 0 Tesla M6O On | 0000:86:00.0 Off |

Off |

| N/A 43C P8 24W / 150W | 19MiB / 8191MiB | 0%
Default |

- - -
——————— +

\ 1 Tesla M60 On | 0000:87:00.0 Off |

Off |

| N/A 36C P8 24W / 150W | 19MiB / 8191MiB | 0%
Default |

- - -
——————— +

+ ______________________________________________________________________
——————— +
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| Processes: GPU
Memory |
\ GPU PID Type Process name

The Volatile GPU-Util metric is the most meaningful for troubleshooting, which shows
the percentage of the cores on each GPU that are busy at that point in time. This
metric can help troubleshoot performance problems, such as by helping you determine
whether a GPU is being overloaded.

nvidia-smi requires CPU and other system resources. Repeated loading and running of
this command can cause a reduction in performance. Instead use the loop command by
adding a -1 to the command, such as # nvidia-smi -1

If you do not specify a delay value, then nvidia-smi will refresh every five seconds. See
the nvidia-smi documentation for further usage information.

14.1.8 Resolving Black Screen Errors

This issue may occur with high-resolution displays or multi- monitor configurations.
Use the following procedure to correct this issue:

1. Open vCenter.

2. Select the Settings tab for the virtual machine.
3. Select the video card.

4. Select Specify custom settings.

5. Adjust the video memory value higher (such as 32 MB, 64 MB, or 128 MB), as
needed; see the Video Memory Calculator for recommended settings.

14.1.9 Multi-monitor Display Issues

Some older GRID K1 and GRID K2 BIOS do not support multi- monitor mode. Contact
the vendor for updated BIOS and updating instructions, or upgrade to Tesla M series
cards.
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14.2 ADDITIONAL REMEDIATING STEPS

14.2.1 Enabling VM Console VNC Access

Enabling VNC support for the virtual machine console will negatively impact
performance and should only be used for troubleshooting driver or Horizon connection
issues when using vGPU within the virtual machine.

To enable VNC access for the virtual machine console, add the following to the virtual
machine's .VMX file:

RemoteDisplay.vnc.enabled = TRUE
RemoteDisplay.vnc.port = 5901
RemoteDisplay.vnc.password = your-password

You will need to either manually open the port(s) in the virtual machine’s firewall
settings or disable it completely.

CAUTION: THESE INSTRUCTIONS ASSUME THAT THE VM IS BEING USED AS A PROOF-
OF-CONCEPT ONLY AND THAT DISABLING THE FIREWALL WILL THEREFORE POSE
ONLY A MINIMAL SECURITY BREACH. ALWAYS FOLLOW YOUR ESTABLISHED SECURITY
PROCEDURES AND BEST PRACTICES WHEN SETTING UP SECURITY FOR A
PRODUCTION MACHINE OR ANY ENVIRONMENT THAT CAN BE ACCESSED FROM
OUTSIDE YOUR NETWORK.

14.2.2 Joining an Endpoint to the Domain

If the endpoint is not joined to the domain, change the Horizon connection server
settings to the IP address of the server (as opposed to the DNS name of the server), as
follows:

1. Select the server to edit in the VMware Horizon Client.
2. Enter your username and password in the displayed pop-up.

3. Select Continue to display an alert popup with the following message:

Error: Unable to resolve server address: nodename nor servname
provided, or not known.

4. Select OK to continue to the Horizon interface.
5. Select Servers in the Horizon interface,

6. Select the server to modify.
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VMware Horizon 7 Administrator

| % View Administrator x .
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vCenter Servers Security Servers. i
Problem vCenter VMs 7 Lt/ O SRer
Problem RDS Hosts 9 | e
Eveits: © o A o |[Febe | [ oisable | [ Edt.. |[sackup Now... | |~ More commands
System Health [ @ [+
9 10 Connection Server Version  PColP Secure...  State Settings

CCONNSERVER 7.0.2-43566¢ Installed Enabled

Inventory

& Dashboard
& Users and Groups
» Catalog
¥ Resources
Farms.
(51 Machines
(= Persistent Disks
» Monitoring
» Policies
¥ View Configuration

Instant Clone Domain Admins
Product Licensing and Usage
Global Settings

Registered Machines
Administrators

ThinApp Configuration

Cloud Pod Architecture

Event Configuration

Secure tunnel connection, Smart card au

7. Select Edit to display the Edit Connection Server Settings window.

Edit Connection Server Settings (?)
General Authentication Backup
Tags

Tags can be used to restrict which desktop pools can be accessed through this Connection Server.

Tags: Separate tags with ; or,
HTTP(S) Secure Tunnel

[¥] Use Secure Tunnel connection to machine 2/

External URL: https://10.19.0.10:443 Example: https://myserver.com:443 (2,
PCoIP Secure Gateway

[[] Use PColP Secure Gateway for PCoIP connections to machine

PColP External URL:  [10.19.0.10:4172 Example: 10.0.0.1:4172 (2

Blast Secure Gateway

[V] Use Blast Secure Gateway for Blast connections to machine 7/

Blast External URL: https://10.19.0.10:8443 Example: https://myserver.com:8443 (2

OK Cancel | A

8. Change the hostnames to IP addresses in the External URL and Blast External URL

fields. Select OK to return to the Horizon interface.
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14.2.3 Filing a Bug Report

When filing a bug report or requesting support assistance from NVIDIA, it is critical to
include information about the environment, so that the technical staff that can help you
resolve the issue. Include in this information details on the host and virtual machine
builds, software versions for host and virtual machines, the hardware, the impacted
applications (with versions, patch levels, etc.) with screenshots or similar, and any
service ticket numbers or similar help requests with other vendors.

NVIDIA includes the nvidia-bug-report.sh script within the VIB installation package to
help collect and package some of this critical information. The script collects the
following information:

» VMware version

X.Org log and configuration

PCI information

CPU information

GPU information

esxcfg information for PLX devices

esxcfg information for GPU devices

VIB information

NVRM messages from vmkernel.log

System dmesg output

Which virtual machines have vGPU or vSGA configured

vy vV ¥V ¥ ¥ ¥ v v . v v Y

nvidia-smi output

When running this script:

» You may specify the output location for the bug report using either the -o or —output
switch followed by the output file name. If you do not specify an output directory,
the script will write the bug report to the current directory.

» If you do not specify a file name, the script will use the default name nvidia-bug-
report.log.gz.

» If the selected directory already contains a bug report file, then the script will change
the name of that existing report file to nvidia-bug-report.log.old.gz before generating
a new nvidia-bug-report.log.gz file.

To collect a bug report, issue the command:

$ nvidia-bug-report.sh
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The system displays the following message during the collection process:

nvidia-bug-report.sh will now collect information about your system and
create the file 'nvidia-bug-report.log.gz' in the current directory. It
may take several seconds to run. In some cases, it may hang trying to
capture data generated dynamically by the vSphere kernel and/or the
NVIDIA kernel module. While the bug report log file will be incomplete
if this happens, it may still contain enough data to diagnose your
problem.

Be sure to include the nvidia-bug-report.log.gz file when reporting problems to
NVIDIA.
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CHAPTER 15.
USING WINSCP

This section describes how to upload a VIB file using WinSCP. Before doing this:

» Ensure that SSH is enabled on vSphere.

» Download and install WinSCP on a Windows PC that has network connectivity to
your vSphere host.

Use the following procedure to upload a VIB file using WinSCP:

“ Login - pad
5 new Site Session

Eile protocol:
Host name: Port number:
[10.19.0.8 | 2 [E]
User name: Password:
‘root | |¢¢¢¢¢¢¢¢¢‘ |

| Tools v| | Manage v‘ | [5]Login |v| ‘ Close | ‘ Help |

1. Start WinSCP to display the Login screen. Enter the connection details required to
connect to the vSphere host.
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Warning ? X

A\ Continue connecting to an unknown server and add its host
key to a cache?

The server's host key was not found in the cache. You have no guarantee that
the server is the computer you think it is.

The server's rsa2 key fingerprint is:
ssh-rsa 2048 e0:82:95:9d:01:74.eb:24:cb:cd:32:ca:66:a5:f0:7¢c

If you trust this host, press Yes. To connect without adding host key to the
cache, press Mo. To abandon the connection press Cancel.

No Cancel Copy Key Help

Select Login to display the Commander window. If this is your first time connecting to
this server, a warning dialog will appear asking you to confirm the connection.

"B NVIDIA-GRID-vSphere-6.0-367.64-369.71 - root@192.168.112.128 SCF - O X
|- Local Mark Files Commands Session Options Remote Help
[ % E Synchronize | Bl @ =2 i@“} @] Queue ~ - Transfer Settings Default < é‘j‘ @
[ root@192.168.112.128 @ New Session
|©£.-C Windows = &=~ e / <root> =] 2 2 [, Find Files | T
£ [ 5 [a
| C\Users\jokennedy\Downloads\GRID software\NVIDIA-GRID-vSphere-6.0-367.64-369.71 /
Name h Size || Name - Size Changed Rights Owner 2
. bin 2/15/2017 217 PM TWXT-XF-X root
2 367.64-369.71-nvidia-grid-licensing-guide.pdf 1,729KB | |w bootbank 2/15/2017 917 PM TWXTWXTWX root
2 367.64-369.71-nvidia-grid-vgpu-release-notes-vmware-vsphere.pdf 1,589 KB dev 2/16/2017 12:04 AM ooT-XT-x root
" 367.64-369.71-nvidia-grid-vgpu-user-guide.pdf 6,335 KB etc 2/15/2017 9:30 PM TWXT-XI-X root
.369 71_grid_win8_win7_32bit_international.exe 184,917 KB lib 2/15/2017 217 PM TWXT-XI-X root
.369‘71_grid_me_wm?_serveer2R2_server2008R2_64hit_intematiahal‘exe 255,095 KB lib64 2/15/2017 917 PM TWXT-XI-X root
B 369.71_grid_win10_32bit_international.exe 186,615KB | | @ locker 2/15/2017 917 PM WXTWXTWX raot
.369 71_grid_win10_server2016_64bit_international.exe 258,721 KB mbr 2/15/2017 317 PM FWXT-XF-X root
d NVIDIA-Linux-x86_64-367.64-grid.run 75,183 KB opt 2/15/2017 917 PM TWXT-XI-X root
\j NVIDIA-vGPU-VMware_ESXi_6.0_Host_Driver_367.64-10EM.600.0.0.2494585.vib 7,493 KB proc 2/16/2017 12:04 AM TWXT-XI-X root
NVIDIA-vGPU-VMware_ESXi_6.0_Host_Driver_367.64-10EM.000.0.0.2494585-0fflin... 7424 KB || @ productlocker 2/15/2017 917 PM TWXIWXIWX root
£, NVIDIA-vSGA-VMware_ESXi_6.0_Host_Driver_367.64.zip 40,949 KB | | @ sbin 3/4/2016 TWXTWXIWX root
m scratch 2/15/2017 917 PM TWXTWXIWX root
m store 2/15/2017 9:17 PM WXPWXrwx  root
tardisks 2/15/2017 917 PM FWXr-Xr-X root
tardisks.noauto 2/15/2017 217 PM TWXT-XI-X root
tmp 2/16/2017 12:01 AM TWXIWXIrwt root
usr 2/15/2017 917 PM TWXT=XI-X root
var 2/15/2017 317 PM FWXT-XF-X root
vmfs 2/15/2017 917 PM TWXT-XI-X root
vmimages 2/15/2017 917 PM TWXT-XI-X root
|j bootpart.gz 324 KB 37472016 r=-r--r-- raot
B R | vmupgrade 1KB 3/4/2016 TWXTWXIWX root .
0B of 1,002 MB in 0 of 11 0B of 324 KB in 0 of 24 1 hidden
5] ScP 02137

Once the connection is established, use the left pane of the WinSCP interface to
navigate to the local folder containing the VIB file that you want to upload to the
vSphere host.
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"B datastoreT - root@192.168.112.128 - WinSCP - [m] X
Local Mark Files Commands Session Options Remote Help
x| % S Synchronize | Sl @ =l @ Queue v - Transfer Settings Default - @' -
I root@192.168.112.128 [ New Session
. C Windows =] <=~ ARG datastore1 - [ <= - 2 R Find Files | Ty
£ & i &5
C\Users\jokennedy\Downloads\GRID software\NVIDIA-GRID-vSphere-6.0-367.64-369.71 Jvmfs/volumes/datastore1
Name - Size || Name - Size Changed Rights Owner
. 2/16/2017 12:26 AM TWXT-XI-X root
" 367.64-369.71-nvidia-grid-licensing-guide pdf 1,729 KB
367 64-369.71-nvidia-grid-vgpu-release-notes-vmware-vsphere.pdf 1,589 KB
= 367.64-369.71-nvidia-grid-vgpu-user-guide pdf 6335K8
B1369.71_grid_win8_win7_32bit_international.exe 184,917 KB
.369‘71,grid,wms,wm?,serverzmZRZ,;erverzDUSR2,64bit,intamational‘exe 255,095 KB
.369 71_grid_win10_32bit_international .exe 186,615 KB
.369 71_grid_win10_server2016_64bit_international.exe 258,721 KB
[7] NVIDIA-Linux-x86_64-367.64-grid.run 75,183 KB
[ NVIDIA-vGPU-VMware_ESXi_6.0_Host_Driver_367.64-10EM.600.0.0.2494585.vib T493 KB
. NVIDIA-vGPU-VMware_ESXi_6.0_Host_Driver_367.64-10EM.600.0.0.2494585-offlin. 7424 KB
£, NVIDIA-vSGA-VMware_ESXi_6.0_Host_Driver_367.64.zip 40,949 KB
< >
0B of 1,002 MB in 0 of 11 0Bof0Bin0of0 7 hidden
] SCP 0:23.03
Navigate to the datastore using the right pane of the WinSCP interface.
ﬂ NVIDIA-GRID-vSphere-6.0-367.64-369.71 - root@192.168.112.128 - WinSCP - [m] X
Local Mark Files Commands Session Options Remote Help
R % S Synchronize > ]| f = @ Queue v _ Transfer Settings Default hd @' -
[ root@192.168.112.128 @ New Session
&..C Windows M= &=~ (AR datastore1  + 5 = 2 @& @, FindFiles | T
@ Upload + [7 Edit + & Lz Properties | [ Ej = = Eﬂ
C\Users\j Dx D \NVIDIA-GRID-vSphere-6.0-367.64-369.71 Jvmfs/volumes/datastore1
Name - Size || Name - Size Changed Rights Owner
. * 2/16/2017 12:26 AM TWXT-XT-X root
2 367.64-369.71-nvidia-grid-licensing-guide.pdf 1,729 KB
" 367.64-369.71-nvidia-grid-vgpu-release-notes-vmware-vsphere.pdf 1,589 KB
" 367 64-369.71-nvidia-grid-vgpu-user-guide pdf 5335 KB
.369 71_grid_win8_win7_32bit_international.exe 184,917 KB
B1369.71_grid_win8_win7_server2012R2_server2008R2_64bit_international.exe 255,095 KB
.369‘71,grid,win10732bit,intemational‘exe 186,615 KB
.369 71_grid_win10_server2016_64bit_international.exe 258,721 KB
D NVIDIA-Linux-x86_64-367.64-grid.run 75,183 KB
D NVIDIA-VGPU-VMware_ESXi_6.0_Host_Driver_367.64-10EM.600.0.0, 2404505 sk A2 .
¥ NVIDIA-vGPU-VMware_ESXi_6.0_Host_Driver_367.64-10EM.600.0.0. 5 Open
¥ NVIDIA-VSGA-VMware_ESXi_6.0_Host_Driver_367.64.zip [7 Edit b
Upload... Fs[» [ Upload
¥ Delete F8 § Upload in Background...
s
i Rename F2 |/§ uploadand Delete..  F6
File Custom Commands  »
File Names 4
Properties F9
System Menu
< >
7493 KB of 1,002 MB in 1 of 11 0Bof0Bin0of0 7 hidden
5] SCP 0:25:55

Right-click the VIB file and select Upload to upload the file to the host.
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? x
Upload file 'WVIDIA-vGPU-VMware_ESXi_6.0_Host_Driver_367.64-10EM.600.0.0.2494585.vib' to rem
‘ vmfs/volumes/datastorel/*.* w
Transfer settings
Transfer type: Binary
[ ] Transfer in background (add to transfer queue)
Transfer settings... - 0K Cancel Help
D Do not show this dialog box again
6. If the Upload dialog box appears, click OK.
"R datastoreT - roote inSCP - O X
Local Mark Files Commands Session Options Remote Help
R % S Synchronize | Bl @ =] @ Queue ~ - Transfer Settings Default < g @
root@192.168.112.128 G New Session
%.C Windows - = =~ (A % 55 datastore1 =] =~ i % [, Find Files EE
ﬁ’ Ej é% Download ~ D’ Edit ~ x Ef Properties ﬁ’ Ej E‘
C\Users| \D GRID so \NVIDIA-GRID-vSphere-6.0-367.64-369.71 Jvmfs/volumes/datastorel
Name - Size || Name h Size Changed
a. & . 2/16/2017 12:3
" 367.64-369.71-nvidia-grid-licensing-guide.pdf B || | ] NVIDIA-vGPU-VMware ESXi 6.0 Host Driver 367.64-10EM.600.0.. 7493 KB 11/10/2016 41
2 367.64-369.71-nvidia-grid-vgpu-release-notes-vmware-vsphere.pdf 1589 KB
" 367.64-369.71-nvidia-grid-vgpu-user-guide.pdf 6,335 KB
. 369.71_grid_win8_win7_32bit_international.exe 184,917 KB
. 369.71_grid_win8_win7_server2012R2_server2008R2_64bit_international.exe 255,095 KB
.359‘71grid,wm1Djzhit,intamatlDnal‘exe 186,615 KB
.359‘713rid,wm10,server201S,Mblt,lmemational.exe 258,721 KB
| ] NVIDIA-Linux-x86_64-367.64-grid.run 75,183 KB
|1 NVIDIA-vGPU-VMware_ESXi_6.0_Host_Driver_367.64-10EM.600.0.0.2494585 vib 7493 KB
£ NVIDIA-vGPU-VMware_ESXi_6.0_Host_Driver_367.64-10EM.600.0.0.2494585-0fflin... 7424 KB
'g NVIDIA-vSGA-VMware_ESXi_6.0_Host_Driver_367.64.zip 40,949 KB
< > || < >
0B of 1,002 MB in 0 of 11 7493 KB of 7493 KB in 10f 1 7 hidden
5] ScP 02844

7. Verify that the VIB file has uploaded.
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CLI

GPU

GUI

0S

OVA

OVF

POC
ul

VCSA

VDA

VDI

vGPU

VIB

VM

VSGA
WebUI

“Command Line Interface” - as opposed to using a something graphical, this is ASCI
text based interaction with an app or 0S

“Graphics Processing Unit” - the physical chip that accelerates the creation of
graphical imagery in frame buffer for output on a display.

“Graphical User Interface” - a visual, windowed based means of interacting with an
app or OS

“Operating System” - a base level installation such as Windows that controls the
underlying hardware (or virtual hardware)

“Open Virtualization Appliance” - an OVF bundled into a discrete and portable
appliance

“Open Virtualization Format” - portable files representing discrete virtual machines,
these can be bundled into OVA packages as a discrete appliance as well

“Proof of concept”

“User Interface” - refers to a tool used to enter data or otherwise interact with an
application or OS

“vCenter Server Appliance” - The management server for a VMware vSphere
instance.

“Virtual Desktop Agent” - software that allows the VM to connect to remote Citrix
Receivers.

“Virtual Desktop Infrastructure” - a general term for desktop operating systems
running as a guest on a host server

“Virtual Graphics Processing Unit” - a virtual GPU provided by the hypervisor and
managed by the GRID vGPU Manager to provide VM’s access to the power of a
physical GPU.

“vSphere Installation Bundle”
“Virtual Machine” - an operating system running as a guest on a host server
“Virtual Shared Graphics Acceleration”

“Web User Interface” - a visual, windowed web based means of interacting with an
app or OS
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Notice

The information provided in this specification is believed to be accurate and reliable as of the date provided. However, NVIDIA
Corporation (“NVIDIA”) does not give any representations or warranties, expressed or implied, as to the accuracy or completeness
of such information. NVIDIA shall have no liability for the consequences or use of such information or for any infringement of
patents or other rights of third parties that may result from its use. This publication supersedes and replaces all other
specifications for the product that may have been previously supplied.

NVIDIA reserves the right to make corrections, modifications, enhancements, improvements, and other changes to this
specification, at any time and/or to discontinue any product or service without notice. Customer should obtain the latest relevant
specification before placing orders and should verify that such information is current and complete.

NVIDIA products are sold subject to the NVIDIA standard terms and conditions of sale supplied at the time of order
acknowledgement, unless otherwise agreed in an individual sales agreement signed by authorized representatives of NVIDIA and
customer. NVIDIA hereby expressly objects to applying any customer general terms and conditions with regard to the purchase
of the NVIDIA product referenced in this specification.

NVIDIA products are not designed, authorized or warranted to be suitable for use in medical, military, aircraft, space or life
support equipment, nor in applications where failure or malfunction of the NVIDIA product can reasonably be expected to result
in personal injury, death or property or environmental damage. NVIDIA accepts no liability for inclusion and/or use of NVIDIA
products in such equipment or applications and therefore such inclusion and/or use is at customer’s own risk.

NVIDIA makes no representation or warranty that products based on these specifications will be suitable for any specified use
without further testing or modification. Testing of all parameters of each product is not necessarily performed by NVIDIA. It is
customer’s sole responsibility to ensure the product is suitable and fit for the application planned by customer and to do the
necessary testing for the application in order to avoid a default of the application or the product. Weaknesses in customer’s
product designs may affect the quality and reliability of the NVIDIA product and may result in additional or different conditions
and/or requirements beyond those contained in this specification. NVIDIA does not accept any liability related to any default,
damage, costs or problem which may be based on or attributable to: (i) the use of the NVIDIA product in any manner that is
contrary to this specification, or (ii) customer product designs.

No license, either expressed or implied, is granted under any NVIDIA patent right, copyright, or other NVIDIA intellectual property
right under this specification. Information published by NVIDIA regarding third-party products or services does not constitute a
license from NVIDIA to use such products or services or a warranty or endorsement thereof. Use of such information may require
a license from a third party under the patents or other intellectual property rights of the third party, or a license from NVIDIA
under the patents or other intellectual property rights of NVIDIA. Reproduction of information in this specification is permissible
only if reproduction is approved by NVIDIA in writing, is reproduced without alteration, and is accompanied by all associated
conditions, limitations, and notices.

ALL NVIDIA DESIGN SPECIFICATIONS, REFERENCE BOARDS, FILES, DRAWINGS, DIAGNOSTICS, LISTS, AND OTHER DOCUMENTS
(TOGETHER AND SEPARATELY, “MATERIALS”) ARE BEING PROVIDED “AS IS.” NVIDIA MAKES NO WARRANTIES, EXPRESSED, IMPLIED,
STATUTORY, OR OTHERWISE WITH RESPECT TO THE MATERIALS, AND EXPRESSLY DISCLAIMS ALL IMPLIED WARRANTIES OF
NONINFRINGEMENT, MERCHANTABILITY, AND FITNESS FOR A PARTICULAR PURPOSE. Notwithstanding any damages that customer
might incur for any reason whatsoever, NVIDIA’s aggregate and cumulative liability towards customer for the products described
herein shall be limited in accordance with the NVIDIA terms and conditions of sale for the product.

VESA DisplayPort

DisplayPort and DisplayPort Compliance Logo, DisplayPort Compliance Logo for Dual-mode Sources, and DisplayPort Compliance
Logo for Active Cables are trademarks owned by the Video Electronics Standards Association in the United States and other
countries.

HDMI

HDMI, the HDMI logo, and High-Definition Multimedia Interface are trademarks or registered trademarks of HDMI Licensing LLC.

ROVI Compliance Statement

NVIDIA Products that support Rovi Corporation’s Revision 7.1.L1 Anti-Copy Process (ACP) encoding technology can only be sold
or distributed to buyers with a valid and existing authorization from ROVI to purchase and incorporate the device into buyer’s
products.

This device is protected by U.S. patent numbers 6,516,132; 5,583,936; 6,836,549; 7,050,698; and 7,492,896 and other
intellectual property rights. The use of ROVI Corporation's copy protection technology in the device must be authorized by ROVI
Corporation and is intended for home and other limited pay-per-view uses only, unless otherwise authorized in writing by ROVI
Corporation. Reverse engineering or disassembly is prohibited.

OpenCL
OpenCL is a trademark of Apple Inc. used under license to the Khronos Group Inc.

Trademarks

www.nvidia.com
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NVIDIA, the NVIDIA logo, NVIDIA GRID, and NVIDIA GRID vGPU™ are trademarks and/or registered trademarks of NVIDIA
Corporation in the U.S. and other countries. Other company and product names may be trademarks of the respective companies

with which they are associated.
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