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HOW TO BUILD A 
DATA HUB
FOR THE UNKNOWN IN MODERN DATA
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LEGAL DISCLAIMER
© 2017 Pure Storage, Inc. All Rights Reserved. Pure Storage and the Pure Storage Logo are trademarks or registered 

trademarks of Pure Storage, Inc. or its affiliates in the U.S. and other countries. Other names may be trademarks of 

their respective owners.

This presentation contains forward-looking statements regarding Pure Storage's business roadmap. These forward-

looking statements are subject to known and unknown risks, uncertainties and other factors that may cause our actual 

results, levels of activity, performance or achievements to differ materially from results expressed or implied in this 

presentation. Such risk factors include those related to: general economic conditions; maintaining customer and 

partner relationships; the anticipated growth of certain market segments, particularly with regard to storage; the 

competitive environment in the software and hardware industry; changes to operating systems and product strategy 

by vendors of operating systems; fluctuations in currency exchange rates; the timing and market acceptance of new 

product releases and upgrades; the successful development of new products and integration of acquired businesses, 

and the degree to which these products and businesses gain market acceptance. Actual results may differ materially 

from those contained in this presentation. We assume no obligation, and do not intend, to update these forward-

looking statements as a result of future events or developments.
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Official Languages Act (1969/1988)

Translation 
Bureau
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Analytical Computing 

1 + 1 = 2
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Analytical Computing 

1 + 1 = 2

Algorithm 



© 2017 PURE STORAGE INC.10

Analytical Computing  

Source: Drexel University

Logically
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Analytical Computing 
Transistors 

Source: Michael Kohn  
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Empirical Computing 

(1,1)     2
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Empirical Computing 

(1,1)     2

Algorithm?
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Empirical Computing 

DATA      RESULT

AI
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DATA
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DAWN OF 4TH INDUSTRIAL REVOLUTION
BIG DATA, AI DRIVING CHANGE IN EVERY INDUSTRY

1st Revolution
1760-1820’s
Steam Power

Rural to Industrial

2nd Revolution
1870-1914
Electricity

Industrial to Mass 
Production

3rd Revolution
1980-2010

PC
Mass production to Digital

4th Revolution
2010-now

AI, Big Data & IoT 
Digital to Intelligence
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PLATFORM FOR 

STORAGE 
INNOVATION

The Pure Storage Vision

2.91”

5.27”

-9.85 °

SIMPLEFLASH 
+ CLOUD

SOFTWARE 
+ HARDWARE

BUSINESS 
MODEL

DATA IS 
FOREVER

8.18”+
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OUR VIEW OF THE WORLD 4 YEARS AGO

STRUCTURED
(BLOCK, DBs, VMs)

Tier2
Apps

VM
Farms

DBs &
Apps

Scientific
Media
Dev

Analytic
+ Log

User
Shares

Backup 
& DR

Active
Archive

Object

ALL-FLASH
ARRAYS

UNSTRUCTURED
(FILE, OBJECT, KEY-VALUE

CONTAINERS)

Imaging &
Transcoded

Machine
Data, Sensor

& Control

Build/Test
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DATA IS VITAL TO MACHINE LEARNING
OBSERVATION BY PROF. ANDREW NG, AI LUMINARY
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SOUL OF DGX-1 IS PARALLEL
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IN 2016 WE PIONEERED A NEW APROACH WITH FLASHBLADE
⎯
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Flash Blades
• Capacity & Performance
• DIffering capacities
• Hot Pluggable

Motherboard
• Intel CPU
• Dual 10Gb ports (SoC)
• Scale-out Object Store 

Storage Unit
• Up 52TB of Flash
• Embedded NVRAM
• DirectFlash™

Fabric
• Dual redundant switches
• Cluster communications
• External connectivity

MASSIVELY PARALLELIZED STORAGE

12,480  NAND Die
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SOUL OF FLASHBLADE IS PARALLEL
POWERING 75 BLADE-SCALE IN SINGLE IP WITH PURITY FOR FLASHBLADE 

KEY-VALUE DATABASE STORE FOR DISTRIBUTED 
PARTITIONS 

KEY

VALUE

BILLIONS
& 

BILLIONS
OF OBJECTS

NATIVE 
OBJECT

NATIVE 
NFS/SMB

75 blade feature is subject to GA release
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THREE ESSENTIAL THINGS FOR AI

FRAMEWORKS & 
APPLICATIONS

COMPUTE
FROM CPU TO GPU SERVERS

STORAGE
POWER ENTIRE AI PIPELINE
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WIDE RANGE OF NEEDS IN THE PIPELINE
SIGNIFICANT CHALLENGE TO LEGACY STORAGE

INGEST

From sensors, machines, 
& user generated

CLEAN & 
TRANSFORM

CPU Servers

EXPLORE

GPU Server

TRAIN

GPU Production Cluster

IO
PROFIL

E
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REAL WORLD PIPELINE IN 
AN AUTONOMOUS CAR COMPANY

INGEST

CLEAN, LABEL, 
RESIZE EXPLORE TRAIN

CPU Servers GPU Server GPU Production Cluster

10’S OF PB
COLD STORAGE

INFERENCE IN 
VIRTUAL WORLD

GPU Production Cluster
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AI TRAINING SYSTEM
GOAL IS TO KEEP THE GPUs 100% BUSY

decode scale
evaluate

forward-
propagation

update
back-propagation

GPUI/O CPU

FULL TRAINING 
WORKFLOW

Setup #1: Synthetic Data from 
System RAM into GPUs

Setup #2: Real Image Data from 
FlashBlade into DGX-1

BENCHMARK 
SETUP

GPU ONLY I/O + CPU + GPU
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AI SYSTEMS DESIGN PATTERNS
HOW MUCH PERFORMANCE PENALTY DUE TO SHARED STORAGE?

decode scale
evaluate

forward-
propagation

update
back-propagation

GPUI/O CPU

FULL TRAINING 
WORKFLOW

Setup #1: DGX-1 with 4x Local SSDs Setup #2: DGX-1 with 1x FlashBlade

BENCHMARK 
SETUP
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RESULT: FLASHBLADE vs LOCAL SSDs

TENSORFLOW TRAINING BENCHMARK WITH RESNET-50
T
IM

E
 T

O
 S

O
L
U

T
IO

N
S
 (

H
O

U
R
S
)

1.7 Hours 
to process 

10M images

1.8 Hours 
to process 

10M images

NVIDIA DGX-1 + Local SSDs NVIDIA DGX-1 + Pure FlashBlade

6% Faster
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RESULT: 3X FASTER END-TO-END

TENSORFLOW TRAINING BENCHMARK WITH RESNET-50
T
IM

E
 T

O
 S

O
L
U

T
IO

N
S
 (

H
O

U
R
S
)

1.7 Hours 
to process 

10M images

1.8 Hours 
to process 

10M images

3.4 Hours 
to load 8TB 
into SSDs

NVIDIA DGX-1 + Local SSDs NVIDIA DGX-1 + Pure FlashBlade

305% Faster
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ANALYTICS FOR PRODUCTION DATA
“TUNED FOR EVERYTHING” DATA PLATFORM FOR BOTH TRAINING AND INFERENCING WORKLOADS

TRAINING ANALYSIS ON INFERENCE DATA

DEPLOY TRAINED 
MODELS
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AI EXPANDED OUR VIEW OF THE 
WORLD

STRUCTURED
(BLOCK, DBs, VMs)

Tier2
Apps

VM
Farms

DBs &
Apps

ALL-FLASH
ARRAYS

UNSTRUCTURED
(FILE, OBJECT, KEY-VALUE

CONTAINERS)
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